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Numerical Computations: Theory and Algorithms
Second International Conference and Summer School

19–25 June 2016, Pizzo Calabro, Italy

Dear Participants,
Welcome to the Second International Conference and Summer School NUMTA-2016 

“Numerical Computations: Theory and Algorithms”. The Conference is organized by the 
University of Calabria, Department of Computer Engineering, Modeling, Electronics and 
Systems Science, Italy. We are proud to inform you that NUMTA-2016 is organized in 
cooperation with the Society for Industrial and Applied Mathematics (SIAM), USA.

The goal of the Conference is to create a multidisciplinary round table for an open 
discussion on numerical modeling nature by using traditional and emerging computa-
tional paradigms. The Conference will discuss all aspects of numerical computations 
and modeling from foundations and philosophy to advanced numerical techniques. 
New technological challenges and fundamental ideas from theoretical computer sci-
ence, linguistic, logic, set theory, and philosophy will meet requirements and new fresh 
applications from physics, chemistry, biology, and economy.

Researchers from both theoretical and applied sciences have been invited to use this 
excellent possibility to exchange ideas with leading scientists from different research fields. 
Papers discussing new computational paradigms, relations with foundations of 
mathematics, and their impact on natural sciences have been particularly solicited. A 
special attention during the Conference will be dedicated to numerical optimization 
techniques and a variety of issues related to theory and practice of the usage of infinities and 
infinitesimals in numerical computations. In particular, there will be a substantial bunch of 
talks dedicated to a new promising methodology allowing one to execute numerical 
computations with finite, infinite, and infinitesimal numbers on a new type of a 
computational device – the Infinity Computer patented in EU, Russia, and USA.

We are happy to inform you that researchers from the following 22 countries partic-
ipate at the Conference: Australia, Canada, Croatia, Finland, France, Germany, Greece, 
Israel, Italy, Japan, Kazakhstan, Korea, Lithuania, Philippines, Portugal, Russia, 
Singapore,  Sweden, Thailand, Turkey, UK, and USA.

Authors of selected talks will be invited to submit full papers to a special issue of 
the international journal Applied Mathematics and Computation produced by Elsevier 
and dedicated to the Conference.
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The Organizing Committee thanks sponsors of the Conference for their support. Without 
their help this event would not happen: 

• University of Calabria (Italy);
• Department of Computer Engineering, Modeling, Electronics and Systems

Science of the University of Calabria (Italy);
• Italian National Group for Scientific Computation of the National Institute for

Advanced Mathematics “F. Severi”;
• Institute of High Performance Computing and Networking of the National

Research Council (Italy);
• International Association “Friends of the University of Calabria” (Italy);
• International Association for Mathematics and Computers in Simulation;
• International Society of Global Optimization.

We wish to all participants a very successful work and hope that the Conference will give 
you a lot of inspiration leading to new important results in your research. 

Yaroslav D. Sergeyev 
Distinguished Professor 

Chairman of NUMTA-2016 
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Recent advances in the numerical solution of
Hamiltonian PDEs

Luigi Brugnano, Felice Iavernaro

University of Firenze, Dipartimento di Matematica e Informatica “U.Dini”, Italy
University of Bari, Dipartimento di Matematica, Italy

luigi.brugnano@unifi.it, felice.iavernaro@unifi.it

Keywords. Hamiltonian problems, Hamiltonian partial differential equa-
tions, Energy-conserving methods, Hamiltonian Boundary Value Methods, HB-
VMs.

The numerical solution of Hamiltonian and, more generally, conservative
problems has been the subject of many researches in the last decades, result-
ing in the definition of the so called Geometric Integration, which is focused on
the study of methods able to inherit important geometrical properties from the
continuous dynamical system.

Concerning Hamiltonian problems, a natural feature to retain in the nu-
merical solution is the conservation of the Hamiltonian (often referred to as the
energy). In this respect, the extensively researched symplectic methods are gener-
ally able to approximately conserve the Hamiltonian function over exponentially
long times, but under special assumptions. A relatively more recent approach
consists in the definition of energy-conserving methods. In particular, a class of
energy-conserving Runge-Kutta methods, named Hamiltonian Boundary Value
Methods (HBVMs), has been defined in the last few years [1, 2].

It is possible to extend the approach which such methods rely on, in order
to cope with Hamiltonian partial differential equations, after a proper space
semi-discretization. In this talk, we review the main facts concerning HBVMs
and their use for solving Hamiltonian PDEs, with particular emphasis on the
semilinear wave equation [1, 3] and the nonlinear Schrödinger equation [4].
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Cellular automata, originally developed by von Neuman and Ulam in the
1940’s to model biological systems, are discrete dynamical systems that are
known for their strong modeling and self-organizational properties. As with all
dynamical systems, it is important to study and classify their long term behav-
ior. The the original concept of classifying cellular automata was initiated by
Stephen Wolfram in the early 1980’s, see [3] and [4]. A later, more rigorous,
measure theoretic classification scheme for one-dimensional cellular automata,
see [1], was developed by Robert Gilman. However, owing to the fact that mea-
sure theory does not discriminate between countably infinite and uncountable (in
the Cantor sense) sets, in this paper a new classification approach, based on the
Infinite Unit Axiom and Grossone, see [2], is presented and shown that it builds a
dynamical classification similar, and in some sense finer, to that of Gilman and
Wolfram. The classification is also extended to the two-dimensional case (not
considered by Wolfram or Gilman). Given a finite alphabet S, the domain space
of one-dimensional cellular automata is the space of all bi-infinite sequences with
elements taken from the alphabet S, in the two-dimensional case, the domain
space is the space of all infinite configurations in the plane. Traditionally, these
spaces are considered uncountable. However, by applying the Infinite Unit Ax-
iom and Grossone, we could put an upper bound on the number of elements in
these spaces. Hence the forward dynamics of different cellular automaton rules
are studied and classified by actually counting (representing) the number of bi-
infinite sequences (or configurations) that stay close, upon forward evolution, to
a given initial sequence (configuration).
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In [1] applications in Mathematical Programming have been presented of the
novel approach to infinite and infinitesimal numbers proposed by Sergeyev in a
book and in a series of papers [2, 3, 4]. In particular, it has been shown that the
use of 1© leads to de definition of a new differentiable exact penalty functions.
Moreover, the relationship between stationary points of this penalty function
and KKT points for the original Nonlinear Programming problem have been
studied as well as the importance of (modified) Constrained Qualification CQ
conditions.

In this talk we will discuss some algorithms, modifications of standard algo-
rithms in nonlinear optimization, that are suitable for solving the unconstrained
minimization arising from the penalization via 1© of the nonlinear constrained
problem.
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Duality is a beautiful, fundamental, and inspiring concept that underlies all 
natural phenomena. According to Sir M.F. Atiyah, duality in mathematics is 
not a theorem, but a principle. Therefore, duality gap is not allowed. For convex 
systems, mathematical theory of duality has been well-developed with extensive 
applications in engineering and sciences. However, in nonconvex and discrete 
systems, the classical Lagrange multiplier method and Fenchel-Moreau dualities 
suffer for producing different duality gaps. It turns out that many nonconvex 
variational/optimization problems are considered to be NP-hard.

Canonical duality theory is a breakthrough methodological theory, which can 
be used not only to model complicated phenomena within a unified framework, 
but also for solving a wide class of nonconvex/nonsmooth/discrete problems in 
multidisciplinary fields [1,2,3]. The associated triality theory reveals an inter-
esting multi-scale duality pattern in complex systems, which can be used to 
identify both global and local extrema and to design powerful algorithms for 
solving challenging problems.

In this lecture, the speaker will first present a unified model for multi-scale 
complex systems, which lays a foundation for understanding complicated phe-
nomena in nature, including bifurcation, chaos, game theory, information tech-
nology, logistics, manufactures, phase transitions, scheduling, and decision sci-
ence, etc. Based on this model, he will show how a precise mathematical theory of 
duality was developed and why this theory can be used for dealing with not only 
the most challenging problems in nonlinear sciences, such as the chaotic dynam-
ics and post-buckling of structures, but also a large class of so-called NP-hard 
problems in operations research and computer science. The inner connection 
between this theory and other popular methodologies, such as SDP method in 
nonconvex/integer programming and HQ regularization in image process, will 
be discussed. Applications will be illustrated by some well-known benchmark 
problems in d.c. programming, sensor networks and bi-level topology optimiza-
tion of structural design. A very interesting relation between chaos in nonlinear 
dynamics and NP-Hardness in global optimization will be revealed.

This talk will bring some fundamental new insights into nonconvex sciences, 
global optimization, complex systems, and computational mathematics.
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Facing the challenge to extract and represent information inherent in masses
of data or in complex systems, adaptive approaches based on multiscale repre-
sentations play an important role in current scientific research in many areas
of science. The leading paradigm is to spend a minimal amount of degrees of
freedom and work while extracting and representing the maximal amount of
information. This approach allows one to principally work with computer plat-
forms of any size since it is ultimately steered by the availability of a certain
budget.

I want to discuss two classes of problems for which adaptive multilevel
schemes can be developed along this line. The first class concerns explicitly given
information and discusses the problem of fitting nonuniformly distributed data
to approximate multivariate functions. The second class deals with approximat-
ing optimization problems for operator equations, specifically, control problems
constrained by elliptic and parabolic partial differential equations which may,
in addition, have stochastic coefficients. Here the information - the state and
control of a system - is contained implicitly. Both applications have in common
that the solution method is based on minimizing a quadratic functional and
that the concept of adaptivity in a coarse-to-fine fashion plays a central role. For
developing solution schemes of optimal complexity, I also address fast iterative
solvers.
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Most of the conventional computer models are based on the von Neumann
computer architecture and the Turing machine model. However, quantum com-
puters (several versions!), analog computers, dna computers, and several other
exotic models have been proposed in an attempt to deal with intractable prob-
lems. We are going to give a brief overview of different computing models and
discuss several classes of optimization problems that remain very difficult to
solve. Such problems include graph problems, nonlinear assignment problems,
and global optimization problems. We will start with a historical development
and then we will address several complexity and computational issues. Then we
are going to discuss heuristics and techniques for their evaluation.
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In this lecture a few recently introduced models in population theory will be
presented, exploiting in some cases new ideas.

Group defense in predator-prey systems has been proposed in the current lit-
erature, but a different concept is represented by herd behavior. We will explore
its consequences with an application to the case of the invasion of the Euro-
pean hare in Northern Italy. The novelty of this idea is also reflected in system
dynamics that differs quite markedly from the classical quadratic models.

Herbivores grazing of tree barks represents a phenomenon with high potential
impact on forests in natural parks, [3]. To study it, state-of-the-art approxima-
tion methods have been devised and will be outlined. These methods are also
useful to assess the prevailing strain in the presence of two different diseases, [2].

Modeling disease propagation is a major task in epidemiology. We consider
the case of a goat disease due to a lentivirus, and a way of fighting it. Mathe-
matical modeling provides a new perspective for solving the problem. Genetic
variability in interacting populations has also been considered and will be re-
viewed, discussing a few different instances in the demographic interactions, [4].

If time allows, we present also a very recent model for investigating diseases
among the main insect pollinators, the bees, affected by mites, [1]. Also, a few
examples will be illustrated of more complex models involving populations, par-
titioned by human artifacts or natural events, that start to evolve independently.
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In this talk, I will consider several areas of mathematics where the notion of grossone
developed by Ya. Sergeyev in his small book [1] and a series of papers, can be very
useful. I will start with discussing the axioms of grossone and suggest some minor vari-
ations to the axioms of Ya. Sergeyev. The version of the grossone, which I will be using,
will allow me to consider limits of divergent sequences.

Then I will mostly follow [2] and consider the summation of conditionally conver-
gent and divergent series in the classical sense but using the notion of grossone. I will
demonstrate that there are many situations where standard calculations can be made
much easier and more convenient if grossone is adequately used. In particular, I will
demonstrate that the sum of a conditionally convergent series ∑

∞
n=1 is uniquely defined

if the sign ∞ is replaced by the grossone. As a consequence, this sum does not depend
on the rearrangement of terms and therefore the sum can be computed in many different
ways. For example, it can be computed backwards rather than forward.

I will argue that the grossone can be very useful for analyzing methods of sum-
mation of divergent series. The use of grossone will allow me to introduce probability
measures like the discrete uniform or binomial distributions on the set {1,2, . . . ,¬ }.
This will allow me to give a probabilistic interpretation to many methods of summation
of divergent series and hence compare their summability ranges.

Finally, I will consider the use of improper discrete priors in the Bayesian statistics
and will argue, for example, that the use of the uniform improper prior on the infinite
discrete set {1,2, . . . ,¬ } can have a very clear interpretation. This can be of signifi-
cance in biological applications, for example, when the parameter N of the binomial
distribution Bin(N, p) is often assumed as having improper prior.
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A review is presented on global optimization methods based on the prin-
ciples of rational decision making under uncertainty. The considered methods
are aimed at expensive black box objective functions. Optimization problems of
that type are quite frequent in practical applications where objective functions
are available as computer programs, and their properties are difficult to elicit.
Uncertainty in the properties and expensiveness of objective function complicate
the solution of the optimization problem. To substantiate a reasonable method
for such problems we propose to appeal to the theory of rational decision making
under uncertainty. The following themes are discussed in the talk:

– The selection of a statistical model of objective functions; the suitability of
several stochastic functions for a model is discussed, possible generalizations
are supposed.

– The postulates of a rational search strategy are formulated, and the corre-
sponding algorithms are described.

– New ideas in axiomatic definition of a search strategy are discussed.
– The convergence and practical efficiency.
– The implementation problems.
– Generalization of the mentioned above ideas and results to the problems of

multi-objective optimization.
– Visualization of Pareto optimal solutions/decisions.

New ideas are discussed as well as well known results, presented e.g. in [1, 2],
are critically reconsidered.
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[2] Zhigljavsky A., Žilinskas A. (2008) Stochastic Global Optimization. Springer, New

York.

23



Tutorials

24



The LION way: machine Learning for Intelligent
OptimizatioN: a source of power for innovation

in business

Roberto Battiti

DISI, University of Trento, Italy
Lobachevsky State University of Nizhny Novgorod, Russia

battiti@disi.unitn.it

Keywords. Machine learning, intelligent optimization, prescriptive 
analytics

Learning and Intelligent Optimization (LION) is the combination of machine 
learning from data and optimization to solve complex and dynamic problems. 
The LION way is about increasing the automation level and connecting data 
directly to decisions and actions. Prescriptive analytics is the third and final 
phase, beyond descriptive and predictive analytics. With support of the right 
software, more power is directly in the hands of decision makers in a self-service 
manner, without resorting to intermediate layers of data scientists.

In the tutorial we highlight the basic principles and mention some notable 
applications.
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Unum arithmetic, introduced in early 2015, offers a long-needed advance in 
numerical computing over the IEEE floating-point types now in use. Unums 
eliminate rounding error, overflow, and underflow while using a limited number 
of bits. Rigorous bounds are obtainable without the overly pessimistic and loose 
estimates that result from the naive use of interval arithmetic methods. Energy 
and power consumption can be an order of magnitude less than floats, while 
producing better answers.

There are now two flavors of unums. One is upward compatible with IEEE 
floats, and can mimic them precisely to permit gradual replacement of floats with 
a better mathematical representation of a calculation. Three metadata fields are 
added to the IEEE format that permit numbers to be self-descriptive about their 
accuracy. The prototype environment, written in Mathematica, has been ported 
to Python, C, and Julia languages to make it fast and accessible. Processors with 
unum arithmetic in native hardware are being developed. This is one approach to 
making plausible the admittedly daunting task of evolving away from a century-
old numeric format that is overdue for modernization. More recently, a second 
approach to unum arithmetic discards all compatibility with IEEE 754 Standard 
floats and constructs a mathematically airtight, elegant, concise, fast way to 
manipulate sets of real numbers with a numeric (non-symbolic) approach. These 
unums are of fixed size had have no redundant representations or wasted bit 
patterns. The idea of this approach is that floats and unums would coexist, just 
as floats and integers coexist in computing environments now, so that algorithms 
can gradually be converted to the new format. These unums have the remarkable 
property of being closed under reciprocation as well as negation, and all four basic 
arithmetic operations (plus, minus, times, divide) can finally execute with equal 
speed (a single clock cycle). Even the power function, x to the y power, can be 
executed in a single clock cycle, as can elementary functions such as logarithm, 
exponential, trig and inverse trig functions. Unums are able to solve problems 
that have defied solution by any other method to date.

The two approaches mirror what happened when parallel computing replaced 
serial computing, a revolution that is still underway; people could use gradual 
approaches such as shared memory and compiler directives, or they could choose 
between conventional serial computing and the more ambitious recoding needed 
to use message passing (MPI). Both approaches helped the community ”boil 
the ocean” and make the switch. A similar two-pronged approach can help us 
restore mathematical validity to what has been a very approximate approach 
to handling real numbers for the last 60 years of electronic computing. After 
a brief introduction to the underlying concepts, examples of novel approaches 
physical simulations are given such as n-body dynamics, structural analysis, 
fluid dynamics, and other applications that show how unum computing not only 
provides provable bounds on computed predictions of behavior, but also can do 
it with massive data parallelism; we can easily find useful things to do with 
billion-core systems solving a single problem.
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In [1] I gave a brief survey of the history of infinitesimals in mathematics.
This time I will dwell on a few significant episodes of the modern tail of this
history. In the nineteenth century Cauchy’s original treatment was mistaken for
a partial anticipation of Weierstrass and forgotten. Cantor’s battle against du
Bois-Reymond, Veronese et al. was taken as the end of infinitesimals. But only
Peano came explicitely in support of Cantor, while Levi Civita in [2] already
sowed the seeds of a new non metaphysical approach.

Towards the end of the twentieth century Laugwitz gave an algebraic simpli-
fication of non standard analysis, in [3] which can possibly also be a framework
for Sergeyev’s Grossone.
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This tutorial presents a recently introduced (see [1–4]) methodology allowing
one to execute numerical (not symbolic) computations with finite, infinite, and
infinitesimal numbers in a unique framework. For this purpose a new type of
supercomputer – the Infinity Computer patented in USA and EU – is used. This
approach is based on the principle “The part is less than the whole” being Euclid
Common Notion 5. The principle is applied to all numbers (finite, infinite, and
infinitesimal) and to all sets and processes (finite and infinite). The methodology
is not related to non-standard analysis and examines in detail the difference be-
tween mathematical tools used to describe mathematical objects and the objects
themselves. In particular, it is stressed that numerals we use to write down num-
bers (finite, infinite, and infinitesimal) are among our tools and, as a result, they
strongly influence our capabilities in studying numbers and other mathematical
objects. Numerous examples and applications are given. The Infinity Calculator
using the Infinity Computer technology is presented during the lecture.
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In this talk, we present a Lebesgue-like measure theory and integration on 
the Levi-Civita field R. After reviewing the algebraic and order structures and 
basic elements of calculus on R [1], we introduce a measure that proves to 
be a natural generalization of the Lebesgue measure on the field of the real 
numbers and have similar properties. Then we introduce a family of simple 
functions from which we obtain a larger family of measurable functions and 
derive a simple characterization of such functions. We study the properties of 
measurable functions, we show how to integrate them over measurable sets of 
R, and we show that the resulting integral satisfies similar properties to those 
of the Lebesgue integral of Real Analysis.

Then we generalize the one-dimensional measure and integration theory to 
two and three dimensions, showing that the resulting measures and double and 
triple integrals have similar properties to those from Real Analysis. Finally, we 
introduce so-called delta functions on R, R2 and R3 which are piecewise analytic 
and integrable on the whole space with integral equal to 1 and which reduce to 
the Dirac delta function when restricted to real points; and we present simple 
applications of the theory.
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In recent years meshfree methods have gained much attention in several appli-
cation areas of science. These methods benefit of savings due to the elimination
of the meshing process and are suited to handle changes in the geometry of the
domain of interest. Further advantages come from the ease of implementation,
which makes computer codes very flexible. We present some numerical experi-
ences lying in the meshfree framework requiring function and its derivatives at
nodes at scattered locations approximated by means of a kernel representation.
Accuracy and computational efforts in modeling beyond the mesh are investi-
gated. Numerical results are also discussed by referring to some test cases.
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We consider the problem of interpolating a function given on scattered points
using Hermite-Birkhoff formulas on the sphere and other manifolds. We express
each proposed interpolant as a linear combination of basis functions, the combi-
nation coefficients being incomplete Taylor expansions of the interpolated func-
tion at the interpolation points [1, 4]. The basis functions have the following
features: (i) depend on the geodesic distance; (ii) are orthonormal with respect
to the point-evaluation functionals; and (iii) have all derivatives equal zero up to
a certain order at the interpolation points. Moreover, the construction of such
interpolants, which belong to the class of partition of unity methods [2, 3], takes
advantage of not requiring any solution of linear systems. We give some numerical
results in order to show the performance of the Hermite-Birkhoff interpolation.
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The Partition of Unity (PU) method, performed with local Radial Basis
Function (RBF) approximants, has been proved to be an effective tool for solving
large scattered data interpolation problems [1, 2, 3]. But, in order to achieve a
good accuracy, the question on how many points we can consider on each local
subdomain, i.e. how large can be the local data sets, needs to be answered.
Moreover, it is well-known that also the shape parameter affects the accuracy
of the local approximants and, as a consequence, the one of the PU interpolant.
Thus here, both the shape parameter used to fit the local problems and the size
of the associated linear systems are supposed to vary among the subdomains.
They are selected by minimizing an a priori error estimate. As evident from
several applications provided, the proposed method turns out to be extremely
accurate also when data with non-homogeneous density are considered.
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Two-points interpolation polynomials, such as Bernoulli, Lidstone and Her-
mite polynomials, have been combined with Shepard basis functions in order to
improve the reproduction quality, and therefore the approximation order, of the
classical Shepard method [1, 2, 3]. In this talk we propose to use those and others
two-points polynomials in combination with recently introduced two-points ra-
tional basis functions. Some properties and the approximation order of the new
combined operators are pointed out and compared with those given for classical
combined Shepard operators.
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Shepard’s method is a well-known technique for interpolating large sets of
scattered data. The classical Shepard operator reconstructs an unknown func-
tion as a normalized blend of the function values at the scattered points, using
the inverse distances to the scattered points as weight functions. Based on the
general idea of defining interpolants by convex combinations, Little [1] suggested
extending the bivariate Shepard operator in two ways. On the one hand, he con-
siders a triangulation of the scattered points and substitutes function values
with linear polynomials which locally interpolate the given data at the vertices
of each triangle. On the other hand, he modifies the classical point-based weight
functions and defines, instead, a normalized blend of the locally interpolating
polynomials with triangle-based weight functions which depend on the prod-
uct of inverse distances to the three vertices of the corresponding triangle. The
resulting triangular Shepard operator interpolates all data required for its def-
inition, reproduces polynomials up to degree 1, whereas the classical Shepard
operator reproduces only constants, and has quadratic approximation order [2].
In this talk we discuss on some improvement of the triangular Shepard opera-
tor. In particular, we substitute the linear polynomials with quadratic and cubic
polynomials which approximate Bernoulli polynomials on the triangle in a least
square sense and locally interpolate at the vertices. The resulting operators re-
produce polynomials of degree greater than one and have approximation order
greater than 2.
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In this work an epidemiological predator-prey model is studied. It analy-
ses the spread of an infectious disease with frequency and vertical transmission
within the predator population. In particular we consider social predators, i.e.
they collaborate in group to hunt. The result is a three dimensional system in
which predator population is divided into susceptible and infected.
Studying the dynamical system and the bifurcation diagrams it was identified a
scenario in which the model can have a multistability. However the domain of
attraction of one equilibrium point could be so small that it is almost the point
itself. From a biological point of view it is very important analyses this effect
to understand under which conditions the population go to the extinction or
coexist.
Thus we present a study to analyse the basins of attraction of the stable equi-
librium points. This paper addresses the research of the point lying on the sur-
face which partitions the phase plane. Therefore a meshless approach has been
adopted to give rise an approximation of the separatrix manifold.
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Let w(x) = e−xxα, w̄(x) = xw(x) and denote by {pm(w)}m, {pn(w̄)}n the
corresponding sequences of orthonormal polynomials. Q2m+1 = pm+1(w)pm(w̄)
has simple zeros and the Extended Lagrange Polynomial Lm,m(w, w̄, f) inter-
polating a function f on the zeros of Q2m+1 can be considered. With u(x) =
e−

x
2 xγ , γ ≥ 0, let Cu((0,+∞)) be the space of continuous functions f in any

[a, b] ⊂ (0,+∞), equipped with the uniform norm. In this talk we will study the
behavior of {Lm,m(w, w̄)}m, being Lm,m(w, w̄) a map from Cu((0,+∞)) into
suitable subspaces of L1

u((0,+∞)). This study completes the results given in [2],
[1] in weighted Lpu((0,+∞)), for 1 < p ≤ ∞. As an application we show how to
use the previous interpolation process in order to approximate weakly singular
integrals∫ +∞

0

f(x)K(x, y)w(x)dx =

∫ +∞

0

Lm,m(w, w̄, f, x)K(x, y)w(x)dx+ em(f, y)

:= Σ∗m,m(f, y) + em(f, y).

Setting Σm(f, y) =
∫ +∞
0

Lm(w, f, x)K(x, y)w(x)dx, it is more convenient to

use {Σm(f), Σ∗m,m(f)}m instead of {Σm(f)}m, since we double the quadrature 
rule degree, by reusing m samples of f . This appears really relevant when m
is “large”. We prove the stability and the convergence of the quadrature rule,
showing some numerical tests which confirm the theoretical estimates.
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The Radial Basis Functions Orthogonal Gradients method (RBF-OGr) was
introduced in [1] to discretize differential operators defined on arbitrary mani-
folds defined only by a point cloud. We take advantage of the meshfree character
of RBFs, which give us a high accuracy and the flexibility to represent com-
plex geometries in any spatial dimension. A large limitation of the RBF-OGr
method was its large computational complexity, which greatly restricted the size
of the point cloud. In this paper, we apply the RBF-Finite Difference (RBF-FD)
technique to the RBF-OGr method for building sparse differentiation matri-
ces discretizing continuous differential operators such as the Laplace-Beltrami
operator. This method can be applied to solving PDEs on arbitrary surfaces
embedded in R3. We illustrate the accuracy of our new method by solving the
heat equation on the unit sphere.
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One of the features in Fractional Calculus is that we cannot expect that the
solution of a simple ordinary initial value problem, where the fractional derivative
is given in the Caputo sense,

Dαy(t) = f(t, y(t)), y(0) = y0,

to be smooth, even if the right-hand side function is smooth. A simple example

is given by y(t) =

√
t

Γ (3/2)
, which is the unique solution of the problem above

with α = 1/2, f(t, y) = 1 and y0 = 0.
Since most of the numerical methods developed so far for this kind of problems 
assume certain regularity assumptions on the solution and the mesh used is 
uniform (that is, mesh with constant step size), in the cases where the solution 
is not as smooth as required, a decrease on the expected theoretical convergence 
order is usually observed. In order to overcome this, in this work we analyse 
and discuss the introduction of graded meshes in the approximation of Caputo 
derivatives of a function y which may be nonsmooth. These graded meshes are 
constructed through a graded exponent which is determined taking into account 
the type of singularity of y allowing us to obtain a mesh which is refined near 
the singular points.
Several illustrative examples are presented and discussed.
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In this talk it will be proposed an integration rule of “product”type for the
numerical approximation of the following integrals∫

T

K(x, y, s, t)f(x, y)ω̃(x, y)dxdy,

where the domain T is the triangle of vertices (0, 0), (0, 1), (1, 0), K is a weakly
singular kernel of the type

K(x, y, s, t) = |s− x− y|λ|t− x− y|µ, −1 < µ, λ ≤ 0,

and ω̃ is a weight function of the form

ω̃(x, y) = (1− x− y)b(x+ y)axp−1yq−1, p, q > 0, p+ q + a > 0, b > −1.

This kind of integrals appears, for instance, in the numerical solution of bivari-
ate integral equations (see [1], [2]). By means of a suitable transformation, we
propose to approximate the integral by means of tensor product of univariate
“product integration rules”based on Jacobi zeros [3]. The stability and conver-
gence of the method are proved and some numerical tests, which confirm the
theoretical estimates, are shown.
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The availability of high-throughput experimental platforms for the analysis
of biological samples, such as mass spectrometry, microarrays and Next Gen-
eration Sequencing, have made possible to analyze a whole genome in a single
experiment. Such platforms produce an enormous volume of data per single ex-
periment, due to their capability to scan hundred thousands of markers at the
time, thus the analysis of this enormous flow of data poses several challenges in
term of data storage, preprocessing, and analysis. To face those issues, efficient,
possibly parallel, bioinformatics software need to be used to preprocess and an-
alyze data, for instance to highlight genetic variation associated with complex
diseases.

In this paper we present a parallel algorithm for the parallel preprocessing
and statistical analysis of genomics data, able to face high dimension of data
and allowing efficient data analysis. The proposed system is able to find statis-
tically significant biological markers showing good speed-up and scalability. The
current algorithm extends the coreSNP system [1] and has been implemented as
a massively parallel service.
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The opportunity of using Cloud resources on a pay-as-you-go basis, the avail-

ability of powerful data centers and high bandwidth connections are speeding
up the success and popularity of Cloud systems, which is making on-demand
computing a common practice for many enterprises and scientific communities.
The reasons for this success include natural business distribution, the need for
high availability and disaster tolerance, the sheer size of their computational
infrastructure, and/or the desire to provide uniform access times to the infras-
tructure from widely distributed client sites. Nevertheless, the expansion of large
data centers is resulting in a huge rise of electrical power consumed by hardware
facilities and cooling systems. Consequently, the efficient utilization of resources
in the data centers is essential to reduce costs and energy consumption, while
satisfying performance constraints and Service Level Agreement established with
users. To deal with this issue, the geographical distribution of Data Centers is
becoming a challenging issue to achieve energy efficiency and cost reduction
in Cloud systems, whose adoption is rapidly increasing. In fact, it can expose
many opportunities for optimizing energy consumption and costs by intelligently
distributing the computational workload. This paper proposes an approach for
energy-aware workload assignments and migrations, driven by regressive models.
In particular, the energy consumption can be reduced by an optimized distri-
bution of the workload among geographically distributed Data Centers, where
migrations are scheduled taking into account workload predictions both within
single sites and across the whole infrastructure. Preliminary experimental results
show encouraging benefits in terms of energy saving.
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Cellular automata are discrete computational systems having enormous po-
tentials in modeling complex systems. Since their introduction by von Neuman
they have attracted researchers from different fields and extensively studied. Wol-
fram, especially, investigated the dynamic behavior of one-dimensional automata
and defined four types of behavior: homogeneous (Class I), periodic (Class II),
chaotic (Class III) and complex (Class IV). This classification characterizes rules
of each class by using parameters obtained by computer simulations. A different
classification of linear automata into three classes A, B and C, has been proposed
by Gilman. It is based on a measure theoretic classification approach that assigns
a rule to a class by considering the probability of choosing a configuration that
will stay close to a fixed initial configuration after the evolution of that rule for
a time period. The relationship between Wolfram and Gilman classifications is
not clear. Gilman asserts that Classes I and II lie in A ∪ B, Class IV cannot be
in A or C, thus it must be in B and that Class III could be in C. In this paper we
investigate the relation between Wolfram and Gilman classes by exploiting the
network representation of one-dimensional cellular automata. Each elementary
rule is modeled with a network obtained by evolving the rule for a number of
steps by starting from a random initial configuration. Some topological features
of the graph generated after the evolution are computed and used to characterize
the rules. Classification models by using machine learning classification methods
are built and trained on the four Wolfram’s classes already known. Then classi-
fication of Gilmans’ rules in one of the four classes of Wolfram are obtained by
applying the models to each rule.
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The performance and scalability of cellular automata, when executed on paral-
lel/distributed machines, are limited by the necessity of synchronizing all the nodes at
each time step, i.e., a node can execute only after the execution of the previous step at
all the other nodes. However, in many novel and increasingly popular applications of
cellular automata, such as smart city applications, simulation of natural phenomena,
etc., the synchronization requirements can be relaxed. In particular, a node can execute
one step after synchronizing with a limited number of neighbor nodes. In this fashion,
different nodes can execute different time steps. This can be a notable advantageous
in scenarios in which the execution times can be different and variable, due to the
heterogeneity of machines and/or data and/or executed functions. Indeed, a longer ex-
ecution time at a node does not slow down the execution at all the other nodes but only
at the neighbor nodes. This is particularly advantageous when the nodes that act as
bottlenecks vary during the application execution. The goal of the paper is to analyze
the benefits that can be achieved with the described asynchronous implementation of
cellular automata, when compared to the classical all–to–all synchronization pattern.
The performance and scalability have been evaluated through a Petri net model and
for a real case scenario, i.e., the simulation of a landslide.

The Petri net model is also useful to better illustrate the execution strategy. In
the case of a mono-dimensional cellular automaton, the parallel computation process,
and the synchronization barrier among nodes, can be represented by the Petri net
model depicted in Figure 1(a), in a sample scenario with six parallel nodes. Six Petri
net transition, labeled as N1–N6, correspond to the parallel nodes, and the firing of a
transition corresponds to the execution of the application on the corresponding node.

(a) (b)

Fig. 1. Petri net representing the execution of tasks at six parallel nodes. In (a) all the nodes are
ready to execute. After execution at nodes N3, N4 and N5, the state of the Petri net is the one
depicted in (b): N1, N2 N4 and N6 are ready to execute, N3 and N5 must wait for the execution at
nodes N2 and N6, respectively.
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The aim of the study is to assess lava-flow hazard at Mt. Etna by the CA-model 
SCIARA [ 1, 2]  in a parallel environment,  introducing an optimization algorithm to 
integrate a uniform distribution of 1006 vents with 500 additional sources. Vents have 
iteratively been added at steps of 50 through spatial simulated annealing, using slope 
roughness as weigh function. For each vent, 41 types of simulation have been executed 
to take into proper account the potential behaviour of the volcano in terms of volume 
and duration, based on historical records.

Lava-flow hazard has been computed by adapting an approach recently employed 
for landslide hazard [  3, 4] , assigning each lava-flow simulation: i) a spatial likelihood 
of vent opening, depending on the proximity to structural weaknesses; ii) a magnitude 
probability, depending on the type of eruption; iii) a temporal probability of source 
activation for each temporal frame (up to 100 y), based on historical occurrences in the 
past 400 years.  By overlapping the simulated lava flows and combining their 
probabilities, hazard maps have been obtained and the sensitivity with respect to the 
number of additional vents has been investigated.
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Optimization algorithms are often inspired by processes occuring in nature, 
such as animal behavioral patterns. The main concern with implementing such 
algorithms in software is the large amounts of processing power they require. For 
example, modelling the behavior of a large group of wild animals in discrete time 
steps, would mean a huge amount of calculations for each time step, even if each 
unit of the pack only makes simple calculations. In contrast to software code, 
that can only perform calculations in a serial manner, an implementation in 
hardware, exploiting the inherent parallelism of single-purpose processors, can 
prove to be much more efficient both in speed and energy consumption. Fur-
thermore, the use of Cellular Automata (CA) in such an implementation would 
be efficient both as a model for natural processes, as well as a computational 
paradigm implemented well on hardware. In this paper, we propose a VHDL 
implementation of a metaheuristic algorithm inspired by the echolocation be-
havior of bats. More specifically, the CA model is inspired by the metaheuristic 
algorithm proposed earlier in the literature, which be could considered at least 
as efficient than other existing optimization algorithms. In this work, we pro-
pose a CA implementation based on the aforementioned algorithm on a Stratix 
II FPGA. The goal of the paper is to design and implement a hardware-based 
model, designed to execute in a parallel way in order to produce valuable in-
formation in a short period of time, that will have less stringent requirements 
on computational resources for execution than its software-based countepart. In 
addition, we created software code that can produce the VHDL implementation 
of our model on a CA of arbitrary dimensions, making our work easily scal-
able. The function of our FPGA is explained in full detail and results of our 
simulations are also demonstrated proving in a quantitative way how proposed 
hardware meets the algorithm’ constraints.
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Wind speed and direction are fundamental data in many fields such as power 
generation, and hydrological modeling. Within the hydrological domain, among 
other uses, wind data are used to compute evapotranspiration and correct precip-
itation measurement. Wind measurements are sparse, hence spatial interpolation 
of wind data is required. In mountainous area with complex topography, accu-
rate interpolation of wind data should consider topographic effects. The wind 
field can be generated by several methods, including: 1) applying a physically 
based, full atmospheric model which satisfy all relevant momentum and continu-
ity equations, 2) applying an atmospheric model in which1only mass continuity 
is satisfied, 3) interpolation using wind-speed and direction observations in con-
junction with empirical wind-topography relationships. Due to computational 
constraints, methods 1 and 2 can not be applied for long time simulations like 
the ones required for assessing climate change impacts. The aim of this work is to 
compare different techniques to interpolate wind speed in a complex topography 
area. The subject area is the upper Po River basin and covers 38 000 km2. This 
is predominantly an alpine region located in Northern Italy that is bounded on 
three sides by mountain chains covering 73% of its territory. Impact of wind data 
interpolation accuracy is assessed by running the FEST-WB model (flash Flood 
Event based Spatially distributed rainfall runoff Transformation, including Wa-
ter Balance), a spatially distributed model that computes the main processes of 
the hydrological cycle: evapotranspiration, infiltration, surface runoff, flow rout-
ing, subsurface flow, and snow melt and accumulation. Results show that the 
use of empirical methods based on wind-topography relationships provide good 
accuracy for river basin hydrological analysis at a fraction of the computational 
cost required by physically based atmospheric models.
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Among many weather phenomena, convective storms are one of the most
dangerous since they are able to cause, in a relatively small time window, great
damages. Convective precipitations are in fact characterized by relatively small
spatial and temporal scales, and as a consequence, the task of forecasting such
phenomena turns out to be an elusive one. Nonetheless, given their dangerous-
ness, the identification and tracking of meteorological convective systems is of
paramount importance, and it is the subject of several research studies, that in
particular emphasizes the early detection of the areas where deep convection is
about to appear. Indeed, in order for deep convection to occur, there must be
adequate atmospheric conditions in terms of moisture and thermal lapse rate.
At least in principle, these conditions can be extrapolated in real time, or nearly
real time, from the data coming from modern geostationary meteorological satel-
lites, such as METEOSAT, that are able to characterize atmospheric conditions
in terms of radiance, and many works in literature exploit this possibility by
using technique of image processing applied to data coming from geostation-
ary satellites, Walker et al. [1]. The aim of the present work, is to perform a
systematic comparison of various techniques apt to the task of monitoring and
characterizing of convective clouds, they analyze meteorological satellite images
and data in order to evaluate the potential occurring of strong precipitation.
Techniques considered include numerical, machine learning, image processing
and ensemble based, Williams et al. [2] . The techniques are tested on data com-
ing from real convective events captured in the last years on the Italian peninsula
by the METEOSAT meteorological satellites.
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This work presents an effective implementation of a well-known numerical
model for complete eco-hydrological model (EHCA) based on the approach of
eXtended Cellular Automata on Graphical Processing Units (GPU) based on the
OpenCL (Open Computing Language) for standard computation to the GPUs
but also on heterogeneous platforms (joint CPUs and GPUs). In particular, the
framework models the interactions between water and ecosystems, it includes
the transpiration and plant water usage, the influence that the vegetation has
on the streamflow, the feedbacks between ecological processes and the hydro-
logical cycle, the solar irradiance, the vegetation dynamics, the CO2, and the
energy fluxes. Different types of parallel implementations were carried out (e.g.,
use of fast local memory, loop unrolling, etc), showing increasing significant
performance improvements in terms of speedup, adopting also some original op-
timizations strategies. Moreover, numerical analysis of results (i.e., comparison
of CPU and GPU outcomes in terms of rounding errors) have proven to be satis-
factory. Experiments were carried out with a hardware equipment consisting of
a workstation with two CPUs (Intel Xeon E5440 at 2.83GHz), one GPU AMD
R9 280X and one GPU nVIDIA Tesla k20c. The results obtained on the EHCA
model have been extremely positive, but further testing should be performed to
assess the functionality of the adopted strategies on other complete models and
their ability to fruitfully exploit parallel systems resources.
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We investigate the problem, which occurs in many wireless networks while
minimizing the communication power consumption. It can be formulated as fol-
lows. A simple undirected edge-weighted graph is given. For any spanning sub-
graph of this graph suppose that the weight of a vertex is the maximum weight
of its incident subgraph’s edges. The problem is to find such spanning subgraph
of a given graph that the sum of vertex weights is minimum.

This problem is known as Min-Power Symmetric Connectivity Problem
(MPSCP) [1]. The problem MPSCP is strongly NP-hard [1, 3], therefore con-
struction and analysis of efficient approximation algorithms is one of the most
important issues regarding this problem.

In this paper we propose new heuristics based on the variable neighborhood
search metaheuristic [2] for the approximation solution of MPSCP. We have
performed a simulation where all proposed algorithms have been executed on
randomly generated test samples. New algorithms have been compared with
the approaches proposed earlier [3, 4]. The results, which demonstrate a high
efficiency of the proposed algorithms, will be presented in the full version of the
paper.

References

[1] Althaus, E. et al. (2006) Power efficient range assignment for symmetric connec-
tivity in static ad hoc wireless networks, Wireless Networks 12 (3) pp. 287–299.

[2] Hansen, P., Mladenovic, N. (2001) Variable neighborhood search: Principles and
applications, European Journal of Operational Research 130 pp. 449–467.

[3] Erzin, A., Plotnikov, R., Shamardin, Y. (2013) On some polynomially solvable cases
and approximate algorithms in the optimal communication tree construction prob-
lem, Journal of Applied and Industrial Mathematics 7 pp. 142–152.

[4] Erzin, A., Plotnikov, R. (2015) Using VNS for the optimal synthesis of the commu-
nication tree in wireless sensor networks, Electronic Notes in Discrete Mathematics
47 pp. 21–28.

53



Comparative Analysis of Regular Covers with
One or Two Types of Sectors

Adil Erzin, Lydia Osotova

Sobolev Institute of Mathematics, Novosibirsk, Russia
Novosibirsk State University, Novosibirsk, Russia

adilerzin@math.nsc.ru, lidochkaprivet@gmail.com

Keywords. Regular covers; density; sectors.

The cover of a plane domain is such set of figures that each point of the
domain belongs to at least one figure in the cover. The coverage density is the
ratio of the sum of the areas of the figures in the cover to the area of the covered
domain. In many applications it is required to find a min-dense cover.

In the regular covers, the plane region is split into the equal polygons (tiles),
and all the tiles are covered uniformly. Therefore, in order to estimate the density
of the regular cover it is sufficient to consider the covering of one tile. The density
of the regular cover depends on the shape of the tile, the types of the figures,
and the number of the figures that cover one tile.

In [1] introduced a classification of the regular covers. Evidently, it is correct
to compare the covers in the same class. In [2] a regular covering of the plane
having the minimum density, which uses equal disks, is suggested. In [3] proposed
a regular cover with the disks of two radii, the density of which tends to 1.0189
when the number of disks tends to infinity. It also uses the cover which introduced
in [2] as a fragment. The cover proposed in [3] inspired us to search for the
similar cover with the sectors of two types. We have found the density function,
depending on the number of sectors involved in the coverage of one tile. When
the number of sectors involved in the coverage of one tile is at most 27 the
density of the proposed cover is less than 1.0189.

Then we compare five different covers with sectors of one or two types and
get the best coverage model for each number of sectors involved in the coverage
of one tile. In particular, the density of two considered covers tends to 1 when
the number of sectors covering one tile tends to infinity.
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We study the m-Cycles Cover (m-CCP) problem which is a natural general-
ization of the well-known traveling salesman problem (TSP). Given a complete
weighted graph G, the problem is to find m cycles of extreme total weight, such
that every vertex in G belongs to exactly one cycle. Note that the 1-CCP is
the TSP. The m-CCP is strongly NP-hard. The MIN m-CCP remains NP-hard
even in Metric or Euclidean statements [1]. Therefore our goal is to construct
approximation algorithms with proven performance guarantees for the problem.

We suggest the TSP-approach to generate approximate solutions for the m-
CCP [2]. First we construct an approximate solution for the TSP. Then we solve
the auxiliary problem to find the best partition of the Hamiltonian cycle into a
set of m disjoint chains which further are completed to m desired cycles.

Here we present a number of successful transformations of known TSP ap-
proximations into m-CCP approximation algorithms. Using the TSP-approach
we’ve obtained asymptotically optimal algorithms for the Euclidean MAX m-
CCP and for m-CCP on the Euclidean integer lattice and restricted graph’s di-
ameter. We’ve got algorithm for symmetric MAX m-CCP out of the well known
3/4-approximation for TSP, and algorithms for t he metric MAX m-CCP, using
5/6 and 7/9 TSP approximations. The algorithms for MIN TSP seem to be less
promising for our approach. Still we’ve constructed an asymptotically optimal
algorithm solving the MIN m-CCP on random inputs uniformly distributed in
[0, 1].
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The Capacitated Vehicle Routing Problem is the well known special case of
Vehicle Routing Problem [1], which is widely adopted in operations research. In
its simplest setting, the VRP can be treated as the combinatorial optimization
problem aiming to design the cheapest collection of delivery routes of a vehicle
of a given capacity q from single or multiple dedicated points (depots) to a set
of customers (clients) given by their spacial locations.

The CVRP is strongly NP-hard and APX-complete being close to several
well known NP-hard combinatorial problems. For instance, Traveling Salesman
Problem (TSP) is a subclass of the CVRP such that a depot is collocated with
one of clients and q ≥ n. Almost all known special cases of the CVRP (except the
case when q ≤ 2) are also NP-hard even in Euclidean spaces of finite dimension.

Most approximation results for CVRP are obtained for the Euclidean plane.
One of the first studies of two-dimensional Euclidean CVRP has been due to
Haimovich and Rinnooy Kan [2], who presented several heuristics for this prob-
lem leading to the first PTAS for q = O(log log n).

In this paper, we extend the results obtained in [2, 3] to the case of any fixed
dimension d > 1 and fixed number m of depots. Actually, we propose a new
Efficient Polynomial Time Approximation Scheme (EPTAS) for the Euclidean
CVRP, for which capacity q, the number of depots m, and dimension d > 1
are fixed. The algorithm proposed remains PTAS for the problem with fixed m,
d > 1, and q = O(log logn)1/d.
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The Generalized Traveling Salesman Problem (GTSP) [1] is a combinatorial
optimization problem, which is to find a minimum cost cycle visiting at least one
node (city) in each given cluster. We consider a geometric case of this problem,
where n nodes are given inside the integer grid (in the Euclidean plane), each grid
cell has size 1× 1. Clusters are induced by ‘populated’ cells. Even in this special
setting, the GTSP remains intractable enclosing the classic Euclidean TSP on
the plane. Recently [2], it was shown that the problem has (1.5 + 8

√
2 + ε)-

approximation algorithm with complexity bound depending polynomially on n
and k, where k is the number of clusters.

We propose two approximation schemes for this problem. In the first scheme,
we round the instance by dividing the populated cells by subsquares and moving
any initial node to the nearest center. Then, for every set of k nodes chosen
in a special way, we find an exact TSP solution using dynamic programming.
In the second one, we find (1 + 1/c)-approximate traveling salesman tour in
O(k3(log k)O(c)) for every hitting set for the given clusters using the famous
algorithm obtained by S.Arora. The first scheme is a PTAS for k = O(log n
while the second one is a PTAS for k = n−O(log n).
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The main subject of the talk is global minimization of twice continuously
differentiable function with Lipschitz second derivatives over a polytope. We
suggest a branch and bound method with polytopes as partition elements. Due
to the Lipschitz property of the objective function we can construct a quadratic
support minorant at each point of the feasible set. Global minimum of of this
minorant provides a lower bound of the objective over given partition subset.
The main advantage of the suggested method consists in the following. First
quadratic minorants usually are nonconvex and we have to solve auxiliary global
optimization problem. This problem is reduced to a mixed 0-1 linear program-
ming problem and can be solved by an advanced 0-1 solver. Then we show that
the quadratic minorants are getting convex as soon as partition elements are
getting smaller in diameter. Hence, at the final steps of the branch and bound
method we solve convex auxiliary quadratic problems. Therefore, the method
accelerates when we are close to the global minimum of the initial problem.

This technique is extended to some smooth nonconvex optimization prob-
lems. We also discuss several ways of calculating the Lipschitz constant.

Convergence conditions are given and results of numerical experiments are
presented.
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Computational complexity and approximability are studied for the problem
of stabbing a structured set of straight line segments with the smallest cardinal-
ity set of disks of fixed radii r > 0 where the set of segments forms straight line
embedding of possibly non-planar graph. This problem arises in physical network
security analysis for telecommunication, wireless and road networks represented
by geometric graphs based on euclidean distances between their vertices (prox-
imity graphs). It can be formulated in the form of known Hitting Set problem
over a structured set of euclidean r-neighbourhoods of segments (i.e. proximity
graph edges). Being of interest computational complexity and approximability
of Hitting Set over so structured sets of geometric objects did not get much focus
in the literature. Strong NP-hardness is reported of the problem over classes of
Delaunay triangulations, some of their connected subgraphs, half-θ6 graphs and
non-planar unit disk graphs as well as APX-hardness is given for non-planar
graphs at different scales of r with respect to the longest graph edge length.
Simple constant factor approximation algorithm is presented for the case where
r is at the same scale as the longest edge length.
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In the bi-level optimization we deal with a two level hierarchical structure
of decision making: upper level and lower level. These levels correspond to two
decision makers called a leader and a follower. The leader plays at the upper level
and the follower plays at the lower one. An upper level decision is influenced by a
decision of the lower level. The bi-level programs can be considered as Stackelberg
games or mathematical programs with optimization problems in the constraints.

In this paper we tackle a discrete leader-follower problem with multiple fol-
lower objectives. In such a case we deal with a set of Pareto efficient solutions
of the follower rather than a single optimal one. To calculate leader objective
function value, we need to select the best solution out of a potentially large
set of efficient follower solutions. To avoid the enumeration of the whole set of
Pareto solutions, we formulate an auxiliary mixed integer problem to optimize
the leader objective function over the Pareto set. We propose a new exact method
to solve the problem where local search heuristics are used to generate cuts and
to improve lower and upper bounds of the optimum to the auxiliary problem.

In the case of the bi-level problem with multiple follower objectives, we face
with ill-posed problem. Moreover, we assume that the follower variables can be
included into the upper level constraints. Thus, we define feasible and optimal
solutions to the problem for optimistic and pessimistic cases and design local
search heuristics for finding near optimal solutions. The efficiency of the proposed
approach is evaluated on a discrete (r | p)-centroid problem with two objectives
of the follower.
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The subset sum problem is a particular case of the Boolean knapsack problem
where each item has the price equal to its weight:

f(x) =
n∑

i=1

wixi → max,
n∑

i=1

wixi ≤ C, xi ∈ {0, 1}, i = 1, . . . , n.

Informally this problem can be stated as searching for most dense packing of
a set of items into a box with limited capacity. Despite simple formulation this
problem appears to be NP-hard and its resolution by the Branch-and-Bound
(B&B) method requires large amount of computational resources. Parallel and
distributed computing can help to significantly reduce the running time. Re-
cently coarse-grain parallelization approaches to B&B method attracted some
attention due to the growing popularity of weakly-connected distributed com-
puting platforms. In this paper we consider one of such approaches. One of the
processors (manager) performs some number of B&B steps on the first stage.
On the second stage, the obtained subproblems are sent to other processors, one
subproblem per processor. Then processors solve the received subproblems com-
pletely, the manager collects all the obtained solutions and chooses the optimal
one.

We formally define the parallel execution model for this algorithm and the
notion of complexity. The model assumes the unlimited number of processors. We
study the parallel complexity for a series of subset sum problems with variable
capacity C = ka. We show that the asymptotic behaviour of the minimal parallel
complexity remains 2n/2/ 4

√
n for a wide range of capacities n/4 ≤ k ≤ 3n/4. For

marginal values of k, 1 ≤ k ≤ 3−
√
5

4 n, 1+
√
5

4 n ≤ k ≤ n the situation changes: the

minimal parallel complexity asymptotically equals to
(⌊n/2⌋

k+1

)
.
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One of the basic packing problems is a subset sum problem that consists in
finding the most dense packing of items with weights w1, . . . , wn to a container
with the given capacity C:

f(x) =

n∑
i=1

wixi → max,

n∑
i=1

wixi ≤ C, xi ∈ {0, 1}, i = 1, . . . , n. (1)

Following common approach we assume item weights be positive integral values.
It was previously shown that the worst case complexity of a standard Branch-

and-Bound for the problem (1) is never greater than

L1(n) = 2

(
n+ 1

⌊n/2⌋+ 1

)
− 1. (2)

We consider an advanced B&B with an additional pruning rule: the sub-
problem is discarded if the number of heaviest items that can be put to the
container equals to the number of the most lightweight items that can be paced
there. Such property ensures a unique choice for a selection of items and the
sub-problem satisfying it can be resolved in one step. We show that the worst
case complexity for the advanced B&B with the new pruning rule is

L2(n) = 2

(
n

⌊n/2⌋+ 1

)
− 1. (3)

Bound (3) is asymptotically twice better than bound (2).
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The classical flowshop s cheduling p roblem w ith n  j obs a nd m  m achines is 
defined as follows. Each of n jobs is to be sequentially processed on m machines. 
The processing times of jobs on machines are given. At any time, each machine 
can process at most one job and each job can be processed on at most one 
machine. In the permutation flowshop p roblem t he o rder i n w hich j obs a re to 
be processed is the same for each machine. In the no-wait variation on the 
problem each job, once started, has to be processed without interruption until 
it is completed.

Flowshop scheduling problems are NP-hard combinatorial optimization prob-
lems. Exact techniques are only applicable to small-sized problems in practice. 
Therefore metaheuristics, in particular, genetic algorithms, are appropriate for 
these problems. Performance of genetic algorithms depends significantly upon 
the choice of the crossover operator, where the components of parent solutions 
are combined to build the offspring. Optimal Recombination Problem (ORP) 
consists in finding t he b est p ossible o ffspring a s a  r esult o f a  c rossover opera-
tor, given two feasible parent solutions. Note that optimal recombination may 
be considered as a local search step in the space of populations of a genetic 
algorithm.

This work is devoted to complexity and solution method of the ORP for var-
ious variants of the flowshop s cheduling p roblem w ith m akespan c riterion and 
criterion of maximum lateness. NP-hardness of this optimal recombination prob-
lem is proven. We build an algorithm for solving the ORP, using enumeration of 
all possible combinations of the maximal matchings in cycles of a special bipar-
tite graph. It is shown that the ORP for the permutation flowshop scheduling 
problem is solvable in polynomial time for almost all pairs of parent solutions as 
the number of jobs n tends to infinity.
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The objective of the clustering problems is to partition a given set of objects
into a family of subsets (named clusters) such that objects within a cluster are
more similar to one another than objects in different clusters. The clustering is
usually based on some similarity measure defined for the objects that may be
different in the different problems.

One of most visual formalizations of clustering is GRAPH CLUSTERING,
that is, grouping the vertices of a graph into clusters taking into consideration
the edge structure of the graph whose vertices are objects and edges represent
similarities between the objects. In GRAPH k-CLUSTERING the number of
clusters does not exceed k and the goal is to minimize the number of edges
between clusters and the number of missing edges within clusters. This problem
is NP-hard for any fixed k ≥ 2.

For approximate solving GRAPH k-CLUSTERING a local-search approach
is used. In 2008 [1], applying a local-search strategy Coleman, Saunderson and
Wirth proposed 2-approximation algorithm for GRAPH 2-CLUSTERING. Ex-
tending this strategy we propose a polynomial time approximation algorithm for
GRAPH k-CLUSTERING with linear on k performance guarantee.
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As well known, the building of efficient methods and numerical finding equi-

librium points in Game Theory problems is the current issue for the contem-
porary mathematical optimization theory and methods [1]. The situation is
easy only for the simplest Matrix Games which can be reduced to two dual
linear programming problems [2]. The first extension of a matrix game is a
non-antagonistic two-player bimatrix game. Such a game already reduced to
non-convex bilinear programming problem [2].

An even more difficult situation arises during the transition from two to three
players. In that case we have a hexamatrix game (polymatrix game of three
players) [3]. According to [3] the finding of Nash equilibrium in hexamatrix
game is equivalent to non-convex mathematical optimization problem with a
triple bilinear structure in the goal function and joint constraints.

In this work we propose to solve the latter problem with the help of Global
Search Theory [4]. The Global Search consists of two principal stages: 1) a local
search, which takes into account the structure of the problem under scrutiny;
2) the procedures based on Global Optimality Conditions, which allow to im-
prove the point provided by the local search method.

The efficiency of methods developed for hexamatrix games is demonstrated
by the results of computational solving of random generated test problems.
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We consider a new pricing model that are designed for the study of com-
petitive pricing. This model are generalization of the problem studied in [1, 2].
The proposed model can be described as Stackelberg leader–competitor–clients
game. There are two sets of facilities: a set of leader’s facilities and a set of com-
petitor’s facilities. Also we have a set of clients. Each client has a budget and a
demand. First the leader assigns price. After that, the competitor assigns price.
The players compete for client’s demand. Each client knows the transportation
cost of servicing each facility. He selects a facility with minimal total payment
(price and transportation cost) and buys the product if his payment does not ex-
ceed his budget. In this game need to set the leader’s price in order to maximize
overall revenue of the leader.

The model is formulated as a three–level linear programming problem with
integer and boolean variables. It is shown that if clients cooperate with the
leader and the players use uniform pricing then there is an exact polynomial-
time algorithm for solving the three-level problem. The same result was obtained
for the case when clients cooperate with the competitor.

This research was supported by RFBR grant 16-07-00319.

References

[1] Panin A., Plyasunov A. (2013) The pricing problem. Part I: Exact and approximate
algorithms. Journal of Applied and Industrial Mathematics, Vol. 7, Issue 2, pp. 241–
251.

[2] Panin A., Plyasunov A. (2013) The pricing problem. Part II: Computational com-
plexity. Journal of Applied and Industrial Mathematics, Vol. 7, Issue 3, pp. 420–430.

66



Special Session 
“Numerical and Computational Methods in Data Analysis and Classification” 

Organizers: 

Gerardo Toraldo 

Salvatore Cuomo 
University of Naples Federico II, Italy 

67



Computational issues in Linear Multistep Method
Particle Filtering

Daniela Calvetti, Erkki Sommersalo

Department of Mathematics, Case Western Reserve University
10900 Euclid Ave., Cleveland, OH 44106, USA

Salvatore Cuomo, Monica Pragliola, Gerardo Toraldo

Department of Mathematics, University of Naples Federico II
Via Cintia 21, 80126, Naples, Italy

Keywords. Inverse Problems, Sampling Techniques, Particle Filtering, Lin-
ear Multistep Methods.

The Linear Multistep Method Particle Filter (LMM PF) is a method for
predicting the evolution in time of a evolutionary system governed by a system
of differential equations. If some of the parameters of the governing equations
are unknowns, it is possible to organize the calculations so as to estimate them
while following the evolution of the system in time. The underlying assumption
in the approach that we present is that all unknowns are modelled as random
variables, where the randomness is an indication of the uncertainty of their
values rather than an intrinsic property of the quantities. Consequently, the
states of the system and the parameters are described in probabilistic terms
by their density, often in the form of representative samples. This approach is
particularly attractive in the context of parameter estimation inverse problems,
because the statistical formulation naturally provides a means of assessing the
uncertainty in the solution via the spread of the distribution. The computational
efficiency of the underlying sampling technique is crucial for the success of the
method, because the accuracy of the solution depends on the ability to produce
representative samples from the distribution of the unknown parameters. The
LMM PF algorithm was originally proposed in [1]. In this paper LMM PF is
tested on a skeletal muscle metabolism [2] problem, which was previously treated
within the Ensemble Kalman filtering framework. Here numerical evidences are
used to highlight the correlation between the main sources of errors and the
influence of the linera multistep method adopted. Finally, we analyzed the effect
of replacing LMM with Runge-Kutta class integration methods for supporting
the PF technique.
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The algorithms based on Bregman iterative regularization are known because
of their efficiency for convex constraint optimization problems. In this paper, we
introduce a second order derivative scheme for the class of Bregman Algorithms.
Particularly its properties of convergence and stability for regularization with a
“Hessian-like” penalty term are investigated. Moreover, we apply the proposed
scheme to an isotropic Total Variation (TV) problem arising in Magnetic Res-
onance Image (MRI) denoising. This represents a recent trend in MRI research
field related to design and adoption of algorithms that are able to denoise and
reconstruct clinical data in a reliable way. Experimental results confirm that our
algorithm has good performance in terms of reconstruction quality, effective-
ness and robustness, compared with some other frequently used methods for the
image reconstruction.
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Many inverse problems arising in signal and imaging restoration can be re-
duced to the numerical solution of a class of large-scale constrained least squares
problems, where the M × N matrix A of the objective function has nonnega-
tive entries and theconstraints are such that the projection of a vector onto the
feasible region can be performed by means of non-expensive O(N) algorithms.

Significant examples of such feasible regions are provided by bound or box
constraints or their combination with a single linear equality/inequality. We
also assume that the size N of the problem is very large, M << N and only
the operators performing the matrix-vector products involving A and AT are
available. These assumptions, satisfied for example in many variational formu-
lations of large-scale imaging problems, make some popular state-of-the-art ap-
proaches based on the availability of the matrix A in memory not convenient
or inapplicable. Conversely, general forward–backward schemes exploiting only
the objective gradient and the projection onto the feasible region appear very
promising. Indeed, the convergence rate of these methods can be improved by
means of different strategies that impact on the key components of the iterate,
such as the step-length selection rules [4], the extrapolation/inertial techniques
[2] or the projection/proximal steps with respect to variable metrics [3].

Starting from very recent advances on these acceleration ideas, we propose
metrics tailored for the considered problems that combine well with state-of-the-
art step-length selection rules and extrapolation techniques. The convergence
rate improvements due to the proposed scaled first-order schemes are evaluated
on both randomly generated test problems and real data arising from a problem
of fibre orientation estimation in diffusion MRI [1].
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Cluster analysis is one of the most widely studied topics in Machine Learning.
It deals with grouping objects on the basis of their similarity and arises in many
different fields and in many real world applications. As there is no objectively
”right” clustering method, many models and algorithms were studied in the last
decades.

Here, we are concerned with the approach proposed in [1], in which the
clustering problem is formulated as penalized regression, by minimizing a least
squares term and a fusion penalty term. The idea is to introduce a centroid
for each observation, representing the cluster which the sample belongs to. The
problem consists in minimizing the distances between the samples and the corre-
sponding centroids, trying at the same time to group centroids with the penalty
term. The main issue of this approach is to make some pairs of centroids coincide,
in order to form clusters. To this aim, weighted zero-norm penalties are employed
in this work. To solve the resulting problem, the penalty term is approximated
with a sequence of smooth functions that converges to the zero-norm pointwise,
extending some approaches proposed in literature [2]. In this way, the approxi-
mating problems can be solved by standard algorithms for smooth optimization.
Moreover, the convergence of the global minimum points of the approximating
problems towards global minimum points of the original problem can be estab-
lished.

This model can be applied in different contexts, both when the number of
clusters is unknown and when it is fixed a priori. Numerical results on some
synthetic and real data sets are provided.
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In the last decade, algorithms for reputation systems are been widely devel-
oped in order to achieve correct ratings for products, services, companies, digital
contents and people. We start from the model proposed in [1], where a compre-
hensive mathematical model for Collaborative Reputation Systems (CRSs) is
formally defined as a recurrence relation that generates a sequence of trust ma-
trices, from which the reputation of the items and the raters can be derived. Even
though our model can be applied to several scenarios, the focus of this work is
related to its application in a real case, that is the cultural event scenario [2].
More in detail, in cultural heritage environment, the data collected in an event
represent the basic knowledge to be inferred. The main idea is to correctly use
the available technology and data to give a reliable rate (reputation) for both
visitors and artworks. These rates will be very useful to classify the visiting style
of the visitors and to fix the artworks that have most attracted visitors. Finally,
the challenge is to apply the proposed mathematical model to detect common
visitor behaviours, predict visiting dynamics and recommend services and tools
for cultural spaces.
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Recursive filters (RFs) have achieved a central role in several research fields
over the last few years. For example, they are used in image processing, in data
assimilation [1, 2] and in elec-trocardiogram denoising. More in particular, among
RFs, the Gaussian RFs are an efficient computational tool for approximating
Gaussian-based convolutions and are suitable for dig-ital image processing and
applications of the scale-space theory. As is a common knowledge, the Gaussian
RFs, applied to signals with support in a finite domain, generate distortions
and artifacts, mostly localized at the boundaries. Heuristic and theoretical im-
provements have been proposed in literature [4] to deal with this issue (namely
boundary conditions). They include the case in which a Gaussian RF is applied
more than once, i.e. the so called K-iterated Gaussian RFs. In this paper, start-
ing from a summary of the comprehensive mathematical background, we consider
the case of the K-iterated first-order Gaussian RF and provide the study of its
numerical stability and some component-wise theoretical error bounds.
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Classification is a machine learning technique aimed at assigning exactly one, 
from among several classes, to each sample in a population, the sample being 
identified as a vector of numerical values of a certain number of attributes. The 
classification process works as follows. Starting from a dataset of samples with 
known class membership, a mathematical tool is developed (the classifier) which 
is able to predict the class membership for any newly incoming sample. The abil-
ity to correctly classify a new sample is called the generalization capability. The 
field has become more and more relevant as possible applications touch a quite 
wide range of practical problems in areas such as text and web classification, 
object recognition in machine vision, gene expression profile analysis, DNA and 
protein analysis, medical diagnosis, customer profiling etc.

Construction of a classifier requires in general solution of a numerical opti-
mization problem to detect an ”optimal” separation surface in the space of the 
samples. Separation of sets has been a very important field of interest in math-
ematics, we just recall here the celebrated Hahn-Banach theorem. In particular, 
separability of two sets by means of a hyperplane is a property of the geometry 
of the sets connected to the notion of convex set. Thus linear separability of sets 
has been at the basis of the most popular approach to classification, the Sup-
port Vector Machine (SVM) model, where one looks for a hyperplane separating 
two given sample sets. Parallel to the development of SVM methods, the use of 
nonlinear separating surfaces in the dataset space, instead of hyperplanes, has 
received in recent years some attention. The objective of the talk is to survey 
such proposals, mainly in terms of the numerical optimization algorithms which 
are required to construct the surfaces. In particular we will consider polyhedral, 
ellipsoidal, spherical and conical separation approaches.

In all of them the separation process takes place in the original input space 
and does not require mapping to higher dimension spaces.
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Generalized Eigenvalues Classifiers (GEC), which originated from the GEPSVM
algorithm by Mangasarian, proved to be an efficient alternative to the Support
Vector Machines (SVMs) in the solution of supervised classification tasks. How-
ever real-life datasets are often characterized by a large number of redundant
features and by a great number of points whose labels are difficult (or too ex-
pensive) to assign. In this work we start from the Regularized Generalized
Eigenvalue Classifier (ReGEC) and show how regularization terms can be used
to enable the classifier to solve two different problems, strictly connected to that
of supervised classification: feature selection and semi-supervised classification.
Numerical results, obtained on some standard benchmark data sets, show the
efficiency of the proposed solutions.
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Several strategies for accelerating gradient methods have been devised in the
last years, stimulated by the seminal work by Barzilai and Borwein [1]. These
strategies follow the idea of defining steplengths that capture spectral properties
of the Hessian of the objective function; based on them, new first-order methods
for continuous nonlinear optimization have been designed, which showed to be
effective in some practical contexts [2, 3]. Nevertheless, there is still a lack of
satisfactory understanding of the behavior of the new methods. In this talk we
present the spectral properties of some recently proposed steplength rules and
some general theoretical results [4], with the aim to provide insight into the
computational effectiveness and regularization properties of gradient methods.
Numerical experiments supporting the theoretical analysis are reported.
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This work considers a parallel algorithm for solving the multidimensional
multiextremal optimization problems. The algorithm combines nested optimiza-
tion scheme [1] and Peano-type space filling curves [2] for the dimensionality
reduction. Such a multilevel optimization scheme allows solving the multidimen-
sional problems by the reduction of these ones to the parallel solving of a set of
the data-independent subproblems with a smaller dimensionality [3].

Some local tuning techniques for the global optimization methods have been
proposed in [1, 2]. In the present study, we used one of these based on the adap-
tive estimation of global optimizer. Local refinement in the multilevel optimiza-
tion scheme decreases the number of iterations considerably. Parallel algorithm
with mixed local-global strategy of search is proposed as well.

The efficiency of the parallel algorithm was investigated on Lobachevsky su-
percomputer (http://www.top500.org/system/178472). The speedup of the al-
gorithm using several nodes as compared with the serial algorithm has been
demonstrated experimentally. The computational experiments were carried out
on a series of several hundred multidimensional problems of well-known multi-
extremal test class GKLS.
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Nano-technologies and material science often give rise to optimization prob-
lems. Some of them become popular benchmarks for optimization software [1].
In this paper we present new optimization problems arising in modelling of 2D-
crystals.

The problem consists in finding a structure of a fragment of two-dimensional
crystal lattice with the minimal energy. Atoms in a lattice reside on parallel lines
(layers). The interatomic distances are the same within one layer but can differ
for distinct layers. Formally the problem is stated as follows:

f(x) → min, s.t. ai ≤ xi ≤ bi, i = 1, . . . , n, (1)

where x = (h1, d1, s1, . . . , hn, dn, sn), hi is the distance between i-th and (i− 1)-
th layer, di — the displacement of the first atom in i-th layer and si is the
interatomic distance between adjacent atoms in i-th layer. The energy f(x) of
the piece of material is computed using so-called potential functions. We used
Lennard-Jones, Morse and Tersoff potentials. Problem (1) belongs to the class
of non-differentiable box-constrained optimization problems.

The paper evaluates various optimization techniques for the problem (1),
compare their performances and draws the conclusion about best choice of opti-
mization methods and parameter selection for the problem under test. As a result
we were able to locate minima meaningful from the physical point of view, e.g.
reproducing graphene lattice.
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The rational choice problems are widespread in the scientific and technologi-
cal human activities. Such problems as the optimal arrangement of the elements
of the integrated circuits, aircraft design, medical drug development, etc. can
serve as the examples of the applied problems, which the choice of the ratio-
nal solutions is necessary in (see, for example, [1]). All the problems mentioned
above can be represented as the global optimization ones [2]. It is worth noting
that the above problems are the multiple criterial ones, as a rule.

For solving the multiple criteria problems, it is necessary to apply the algo-
rithms utilizing efficiently all the computation resources available [3]. In [1, 2, 3]
the information-statistical approach has been applied. All the information on the
object of investigation accumulated in the search process is utilized in finding the
the optimized solution. The methods for reuse of the accumulated information
when altering the problem statement are considered in the article.The reuse of
the accumulated information allows managing the search process and increasing
the efficiency of solving the problems when altering the search parameters. The
approach proposed is illustrated by an example of the developed demonstration
system.
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In this talk we illustrate some optimization challenges in the structured low
rank approximation (SLRA) problem. SLRA can be described as the problem
of finding a low rank approximation of an observed matrix which has the same
structure as this matrix (such as Hankel). We demonstrate that the optimization
problem arising is typically very difficult: in particular, the objective function is
multiextremal even for simple cases.

The main theme of the talk is to suggest that the difficulties described in
approximating a solution of the SLRA problem open huge possibilities for the
application of stochastic methods of optimization. A traditional method of ap-
proximating the solution of the Hankel SLRA problem are the so-called Cadzow
iterations, which consist of alternating projections between the space of low rank
matrices (obtained via the singular value decomposition) and the space of Han-
kel matrices (by averaging over the anti-diagonals). Cadzow iterations are known
to behave poorly; despite Cadzow’s initial claim that it is a globally convergent
algorithm, this algorithm is not even locally convergent.

We will also describe some issues in low rank approximation when we wish
to weight each of our observations.
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An algorithm is proposed for finding the global minimum of a multi-variate
black-box Lipschitz function with an unknown Lipschitz constant. The feasible
region is initially partitioned into simplices; in the subsequent iteration, the most
suitable simplices are selected and bisected via middle point of the longest edge.
The suitability of a simplex for bisection is evaluated by minimization over that
simplex of a surrogate function which mimics the lower bound for the considered
objective function. The surrogate function is defined almost identically with the
Lipschitz lower bound but an estimate is used instead of the true Lipschitz con-
stant. The proposed algorithm is similar to those described in [1]; the novelty of
the algorithm is in the sophisticated method of estimating the Lipschitz constant,
and in the appropriate method of minimization of the surrogate function.

The proposed algorithm was tested using the well-known test problems, as
well as random test problems generated using the generator presented in [2]. The
numerical results show that the proposed algorithm finds the global minimizer
with the prescribed accuracy spending a smaller number of function evaluations,
however it requires more computing time for auxiliary computations than other
Direct type algorithms.
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The global optimization problem minx∈A f(x) of expensive black-box objec-
tive functions over a hyper-rectangle A ⊂ Rd, A = [ai, bi], i = 1, . . . , d, is con-
sidered. Due to the uncertainty inherent in such formulation of the problem, a
rational optimizer needs a statistical model to support the choice of the function
evaluation sequence. The original versions of the algorithms based on statistical
models of the objective function were proved to possess the property of average
optimality, however, they involve non-trivial auxiliary optimization of statistical
criteria over A at each iteration. Therefore extensions to these algorithms are
crucial to expand their usage to less expensive objective functions.

An example is the original version of the so-called P-algorithm, which, given
the already known observations xi, yi = f(xi), i = 1, . . . , n, maximizes the prob-
ability of improvement, in order to select the next function evaluation location:

xn+1 = arg max
x∈A

P (ξ(x) < yon − εn|xi, yi, i = 1, . . . , n), (1)

where ξ(x) is the unknown objective value at x ∈ A, yon = min{yi, i = 1, . . . , n} 
and εn > 0 is a parameter sequence. The problem (1) might itself be multi-modal, 
although it is not obligatory to solve it precisely to continue the optimization 
process. The approach taken in recent extensions to the P-algorithm includes 
the rectangular decomposition of A to break (1) down into a set of smaller 
optimization problems over sub-regions of A. A local statistical model of f over 
a hyper-rectangle is employed, based on the values of the function at its vertices.

We pursue the similar line of reasoning in this work. However, the goal of 
modeling the objective function is to make a compromise between the avail-
able information over isolated hyper-rectangles and their clusters, possibly cor-
responding to local minima, and thus increase the convergence speed of the 
resulting algorithm. Therefore clusters of hyper-rectangular subsets of A are 
formed and homogeneous isotropic Gaussian random fields are used to model 
the objective function over them. All generated hyper-rectangles are ranked by 
the statistical criterion value, e. g. the analogue to the improvement probability, 
computed at the locations that might be used to subdivide them, and the best 
hyper-rectangle is partitioned. Numerical experiments are performed to demon-
strate the advantages of the proposed approach.
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The multidimensional global optimization problem

min{f(y): y ∈ Q}, Q = {y ∈ RN : ai ≤ yi ≤ bi, 1 ≤ i ≤ N} (1)

is considered, where Q is a hyperinterval in the Euclidean space RN .
For multiextremal problems (1) the dimension is a crucial factor influencing

significantly on their computational complexity. There are several approaches
which apply ideas of dimensionality reduction for the development of efficient
global optimization algorithms, for example, schemes of nested optimization re-
ducing the initial problem (1) to a family of subproblems with lesser dimen-
sions [1, 2] or techniques of mapping the multidimensional search domain Q
onto unit interval in by means of Peano-type space-filling curves [1, 3].

In this paper we present the results of experimental comparison for several
global optimization methods based on approaches mentioned above in combina-
tion with characteristical algorithms solving subproblems of lesser dimensions
under the assumption that the objective function f(y) in the domain Q sat-
isfies the Lipschitz condition. The experiments were executed on widely used
test multiextremal classes of different dimensions. For comparison of the inves-
tigated algorithms the method of operation characteristics [2] was used as a tool
of demonstrable evaluation of the efficiency.

Acknowledgements.
This research was supported by the Russian Science Foundation, project No

15-11-30022 “Global optimization, supercomputing computations, and applica-
tions”.

References

[1] Strongin R.G., Sergeyev Ya.D. (2000) Global optimization with non-convex con-
straints. Sequential and parallel algorithms. Kluwer Academic Publishers, Dor-
drecht.

[2] Gergel V., Grishagin V., Gergel A. (2015) Adaptive nested optimization scheme
for multidimensional global search. Journal of Global Optimization, pp. 1–17.

[3] Sergeyev Ya.D, Strongin R.G., Lera D. (2013) Introduction to Global Optimization
Exploiting Space-Filling Curves. Springer, New York.

84



One Approach to Fractional Programming via
D.C. Optimization Problems

Tatiana Gruzdeva, Alexander Strekalovskiy

Matrosov Institute for System Dynamics and Control Theory of SB RAS,
Lermontov str., 134, Irkutsk, Russia
gruzdeva@icc.ru, strekal@icc.ru

Keywords. Nonlinear fractional programs; global optimization; nonconvex
quadratic programming problems; local search algorithms.

Our research is devoted to development of efficient global search methods for
sum of ratios fractional programming problem [1]:

(P) f(x) :=
m∑
i=1

ψi(x)

φi(x)
↓ min

x
, x ∈ S.

This is a nonconvex problem with multiple local extremum which belongs to a
class of global optimization.

We proved the reduction (equivalence) theorem for the fractional program-
ming problem with the d.c. functions and the solution of the equation with the
vector parameter of the sum of d.c. functions that satisfy the nonnegativity as-
sumption. This theorem opens the door to a justified use of the Dinkelbach’s
algorithm in solving fractional programming problems where the goal function
is a sum of fractions given by d.c. functions.

Also we investigated the well-known equivalent statement of the fractional
programming problem [2] with the d.c. functions in the form of the minimiza-
tion of the linear function over a non-convex set defined via the d.c. inequality
constraints. Based on the global optimality conditions for problems with d.c.
constraints, we developed the local search method and tested it on the frac-
tional programming problems where the summable fractions are given by linear
and/or convex quadratic functions. The testing was carried out on a specially
designed set of test examples.
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In this paper, the global optimization problem: miny∈S F (y) with S being
a hyperinterval in RN and F (y) satisfying the Lipschitz condition with an un-
known Lipschitz constant is considered. It is supposed that the function F (y)
can be multiextremal, non-differentiable, and given as a “black-box”. To attack
the problem we consider the following two ideas. First, an approach that uses
numerical approximations of space-filling curves to reduce the original Lipschitz
multi-dimensional problem to a univariate one satisfying the Hölder condition
[1, 2]. Second, we propose different techniques for acquiring the Hölder infor-
mation that can be distinguished with respect to the way the Hölder constant
is estimated during the process of optimization. In particular, we consider tech-
niques that use either a global estimate of the Hölder constant valid for the
whole search region, or local estimates Hi valid only for some subregions of the
domain [3]. Moreover, a new geometric technique working with a number of pos-
sible Hölder constants chosen from a set of values varying from zero to infinity
showing so that ideas introduced in a popular DIRECT method can be used in
the Hölder global optimization [4].
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The optimal power flow (OPF) problem is a well established area of research
in the power systems community. Several solution approaches, such as sequential
linear programming and interior-point methods have been investigated in the
literature [1]. However, it is noteworthy that the OPF problem is nonconvex in
nature and multiple number of local optima exist for the OPF problem. As such,
the above mentioned solution approaches, which typically rely on a generalized
convexity assumption of the optimization problem, may have a limited scope in
practice.

In the present work, we introduce a global optimization procedure which is
new in the context of OPF problems. This procedure is based on the well-known
Bernstein form of polynomials, and uses several attractive geometrical proper-
ties associated with this Bernstein form [2]. The present work demonstrates the
applicability of one such Bernstein global optimization algorithm in solving the
OPF problem for a 3-bus power system and compares the findings with existing
solution approaches.
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It is proposed a new method for solution of global optimization (GO) prob-
lems on compact sets, preset by list of inequalities. The goal function satisfies
the Hölder condition with unknown constants.

The algorithm generates a batch of independent random vectors uniformly
distributed on the unit multidimensional cube ((G)eneration phase). The vectors
from the batch are examined to belong to the feasible set ((F)iltration phase)
and a batch of feasible vectors is constructed. Then, on a final phase minimum
(”quasi-global”) of the goal function are (S)elected. Transition to a next iteration
lies in constructing the larger batch of random vectors using some rule.

Solution of the problem is the set of found “quasi-minimal” value of the goal
function, estimates of the neighborhood of exact global minimum and probability
of hit in this neighborhood.

The novelty and potential efficiency of the GFS-algorithm consists in orien-
tation towards general global optimization problems with goal functions meeting
the Hölder condition with unknown constants; using batch iterations with sim-
ple Monte Carlo trials for constructing the sequence of “quasi-global” minima;
definition of a probabilistic stopping-rule with estimation of neighbourhood of
exact solution. Workability of the method has been approved on various tests.
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In the middle of 1960s I.Eremin and W.I. Zangwill introduced a notion of 
exact penalization for use in the development of algorithms for nonlinear con-
strained optimization. Since that time, exact penalty functions play a key role 
in the theory of mathematical programming and a lot of specialists success-
fully extended the classical results and developed the foundations of the theory 
and algorithms of exact penalty for constrained optimization in an elegant and 
straightforward way.

On the other hand, as well-known, the optimization problems must be sepa-
rated into two parts. The first one is a tractable case of convex problems which 
are numerically solvable under minimal computability assumptions. It means 
that the computational efforts to solve the problem at a given accuracy grow 
moderately with the problems dimension. In contrast to this, real-life non-convex 
problems are too difficult for numerical solution because of numerous (even a 
huge!) local and stationary points, from which contemporary optimization meth-
ods (SQP, IPM, TRM, etc.) turn out to be unable to escape. Therefore, nowa-
days there are (at least) two classes of techniques to globalize local algorithms: 
line-search and trust-region, when the progress made from xk to xk+1 is mea-
sured by an auxiliary (merit, penalty) function which take into account the two 
contradictory goals (minimizing an objective and satisfying the constraints).

Note, however, that if the original problem was non-convex, the auxiliary 
one stays the same, and, therefore, the line-search, for instance, turns out to 
be inoperative to jump out a local pit. We propose another way to solve the 
penalized non-convex problems by means of Global Search Theory based on 
Global Optimality Conditions (GOC).

For this end we establish, first, relations between the original non-convex 
problem with d.c. inequality constraints and an auxiliary problem. As usually, 
GOC possess the so-called constructive property allowing to escape a local pit 
improving the value of the goal function. In addition, GOC reduce the auxiliary 
problem to the solving the family of convex linearized problems. The latter 
property leads to a Special Local Search Method the convergence of which is 
also investigated. The first numerical testing on a number of test problems looks 
rather promising.
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An efficient parallel algorithm for solving global optimization problems has
been developed in University of Nizhni Novgorod [1, 2, 3, 4].

This paper suggests a new approach to parallel solving a set of global opti-
mization problems on multiprocessor computing system. A method for adaptive
balancing of computational load of processors has been investigated. Theoret-
ical conditions that guarantee convergence to globally optimal solutions of all
problems in the set have been proposed.
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Julius Žilinskas1, Remigijus Paulavičius1, Lakhdar Chiter2

1Vilnius University Institute of Mathematics and Informatics, Akademijos 4,
LT-08663 Vilnius, Lithuania
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We consider a global optimization problem for Lipschitz-continuous functions
with an unknown Lipschitz constant. Our approach is based on the well-known
DIRECT (DIviding RECTangles) algorithm [1] and motivated by a diagonal
partition strategy [2]. One of the main advantages of the diagonal partitioning
scheme [2] is that the objective function is evaluated at two points at each hyper-
interval and therefore more complete information about the objective function is
considered than using the central-sampling strategy based DIRECT algorithm.
In order to efficiently use all sampling points without the objective function
reevaluation authors in [2] store them in a special vertex database and retrieve
it when this is necessary.

In the present talk we introduce a new DIRECT-type algorithm where sam-
pling is performed at two diagonal points equidistant to diagonal vertices. This
sampling strategy enables reuse of sampling points in bisection instead of tri-
section which is common for diagonal-based and DIRECT-type algorithms. The
bisection is preferable to the trisection because of the shapes of hyper-intervals.
Moreover, since the reuse is only in descendant hyper-intervals the database for
sampled points is not needed what saves memory space and access times. The
developed algorithm gives very competitive numerical results compared to the
DIRECT algorithm and its well know modifications.
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Accurate forecasting of dengue cases would significantly improve epidemic
prevention and control capabilities. This paper attempts to provide useful mod-
els in forecasting dengue epidemic specific to the young and adult population of
Baguio City. To capture the seasonal variations in dengue incidence, this paper
develops a robust modeling approach to identify and estimate seasonal autore-
gressive integrated moving average (SARIMA) models in the presence of additive
outliers. Since the least squares estimators are not robust in the presence of out-
liers, we suggest a robust estimation based on winsorized and reweighted least
squares estimators. A hybrid algorithm, Differential Evolution - Simulated An-
nealing (DESA), is used to identify and estimate the parameters of the optimal
SARIMA model. The method is applied to the monthly reported dengue cases
in Baguio City, Philippines.
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Computer technology and high-performance systems are the fastest-growing
industry in the world. Therefore, the new technology give us the opportunity
to solve complex problems in engineering research more efficiency. One of major
problem in this area is mathematical and computer simulation of oil reservoirs.
The hydrodynamic models are developing and the physical and chemical prop-
erties of underground fluids are investigating in far more detail every year. Con-
sequently, the urgent tasks of usage of parallel algorithm for solving problems in
the oil industry are growing continuously.

In this paper the three-dimensional oil displacement problem is considered,
which uses chemical EOR method. The mathematical description of the problem
was given by system of equations, which consists of continuity equations of the
oil and water phase and the transport equations of polymer, surfactant and heat.
We considered two typical schemes explicit and implicit schemes for presented
3D problem. The parallel implementations of these two schemes are realized
using MPI and CUDA technologies. The parallel algorithm was tested on GPU
Tesla K20 processor and supercomputer TCluster of al-Farabi KazNU.

The results of the numerical investigation on three-dimensional domain are
presented and distributions of main parameters are determined. To assess the
quality of the parallel algorithm calculated the speedup and efficiency for differ-
ent number of processes and different mesh sizes on supercomputer.
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Nonconvex variational problems have always presented serious challenges not 
only in numerical analysis, but also in computational mechanics and engineering 
sciences. By numerical discretization techniques, nonconvex variational problems 
are linked with certain nonconvex global optimization minimization problems. 
Due to the lack of global optimality condition, conventional numerical methods 
and direct approaches cant solve these problems deterministically. The popular 
primal-dual interior point methods suffer from uncertain error bounds in non-
convex analysis because of the intrinsic duality gaps produced by traditional 
duality theories. Therefore, most nonconvex minimization problems are consid-
ered as NP-hard in global optimization and computer sciences. Unfortunately, 
this fundamental difficulty is not fully recognized in computational mathematics 
and mechanics due to the significant gap between these fields.

Canonical duality theory is a newly developed, potentially powerful method-
ological theory which can transfer general multi-scale nonconvex problems in 
R n to a unified convex dual problem in continuous space R m with m = n 
and without duality gap. The associated triality theory provides extremality 
criteria for both global and local optimal solutions, which can be used to de-
velop powerful algorithms for solving general nonconvex variational problems. 
This talk will present a canonical dual finite element method (CD-FEM) for 
solving general nonconvex variational problems. The speaker will show that by 
using Gao-Strangs complementary-dual principle and mixed finite element dis-
cretization, the general nonconvex variational problem can be reformulated as a 
min-max optimization problem of a saddle function. Based on the triality theory 
and the semi-definite programming method, a canonical primal-dual algorithm is 
proposed. Detailed application will be illustrated by post buckling problem of a 
large elastic deformations of beam, which is governed by a fourth order nonlinear 
differential equation. The total potential energy of this beam is a double-welled 
nonconvex functional with two local minimizers, representing the two buckled 
states, and one local maximizer representing the unbuckled state. Numerical re-
sults show that our algorithm can produce very stable solutions for both global 
minimizer and local maximizer. However, the local minimizer is very sensitive 
to numerical discretization and the external loads. The triality theory has been 
verified by using mixed finite element interpolations.

The theory, method and results presented by this talk should bring a some 
fundamentally new insights into nonconvex analysis, global optimization, and 
computational mathematics
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We report on the progress achieved in the numerical simulation of self-adjoint
multiparameter spectral problems for ordinary differential equations. We de-
scribe a method to define a discrete problem by means of High Order Finite
Difference Schemes and discuss its numerical solution. Based on this approach,
we also define an iterative method to compute approximations of the parameters
by means of the solution of a set of problems converging to the original one.

Different test problems are considered to emphasize the behavior of the pro-
posed algorithm. The obtained results are compared with those known in liter-
ature.
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We present a mixed integer non linear programming formulation of the Di-
rectional Sensors Continuous Coverage Problem (DSCCP), where a given set of 
targets in a plane are to be covered by a set of sensors whose location is known 
in advance. Sensors are supposed to be directional, that is characterized by a 
discrete set of possible radii and aperture angles. Decisions to be made are about 
orientation (which in our approach can vary continuously), radius and aperture 
angle of each sensor, taking into account possibility of keeping one or more sen-
sors switched off. The objective is to get minimum cost coverage of all targets. 
We incorporate into the objective function penalty cost for possibly uncovered 
targets.

We prove NP-hardness of DSCCP and introduce a Lagrangian relaxation 
model. We design a dual ascent procedure based on acting on one multiplier 
at a time accompanied by a heuristics to find a feasible solution at each ascent 
iteration. Finally we report the results of the implementation of the method on 
a set of test problems.
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We propose a heuristic global optimization technique (Collaborative Reactive 
Search Oprimization, CoRSO) which combines combinatorial and continuous lo-
cal search. The combinatorial component, based on Reactive Search Optimiza-
tion, generates a trajectory of binary strings describing search districts. Each 
district is evaluated by random sampling and by selective runs of continuous 
local search. A reactive prohibition mechanisms guarantees that the search is 
not stuck at locally optimal districts.

The continuous stochastic local search is based on the Inertial Shaker method: 
candidate points are generated in an adaptive search box and a moving average 
of the steps filters out evaluation noise and high-frequency oscillations.

The overall subdivision of the input space in a tree of non-overlapping search 
districts is adaptive, with a finer subdivision in the more interesting input zones, 
potentially leading to lower local minima.

Finally, a portfolio of independent CoRSO search streams (P-CoRSO) is 
proposed to increase the robustness of the algorithm.

An extensive experimental comparison with Genetic Algorithms and Particle 
Swarm demonstrates that CoRSO and P-CoRSO reach results which are fully 
competitive and in some cases significantly more robust.

NOTE: an extended version of this work has been submitted to Informatica 
journal and is currently under review.
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While comparing results on benchmark functions is a widely used practice to
demonstrate the competitiveness of global optimization algorithms, fixed bench-
marks can lead to a negative data mining process. The motivated researcher
can “persecute” the algorithm choices and parameters until the final designed
algorithm “confesses” positive results for the specific benchmark.

To avoid this negative effect, the GENOPT contest benchmarks are based on
randomized function generators, designed for scientific experiments, with fixed
statistical characteristics but individual variation of the generated instances.
The generators are available to participants for off-line tests and online tuning
schemes, but the final competition is based on random seeds communicated
in the last phase through a cooperative process. A scientific presentation and
discussion of the methods and results will be part of a dedicated workshop at
the LION 10 conference. The GENOPT challenge has the following goals:

Scientific learning and dynamic scoring The challenge is a joint, continued
learning effort. Non-experts are encouraged to enter, see preliminary results,
learn from their peers.

Open results Results are publicly visible, the better techniques are presented
in scientific publications, benchmark functions remain available for future
experimentation.

Diversity of approach A dangerous habit of some communities is to encour-
age only internal comparisons: GA against GA, PSO versus PSO. . . On
the contrary, the larger the diversity of approach, the faster the scientific
progress.

Seamless participation Effort in participating in the challenge is minimized,
so that a researcher can concentrate on producing novel research.

We present the detailed design of the challenge as well as the most notable results 
obtained by participants.
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Spacecraft attitude control is a crucial task in astronautics. It is obtained 
by means of different types of actuation mechanisms. In particular, magnetic 
actuators are widely used for the generation of attitude control torques. They 
consist of current-driven coils rigidly placed on the spacecraft, which operate 
due to the interaction between the magnetic moment generated by the coils 
and the Earth’s magnetic field. The attitude is stabilized by using a feedback 
control. Some control parameters must be determined. Usually, parameters are 
found with a trial-and-error approach within the huge search space of all their 
possible values. However, this approach requires a very inconvenient search, and 
nonetheless only a small portion of the search space is actually explored.

We propose here an innovative systematic approach for finding the control 
parameters: we aim at minimizing the settling time of the attitude error. Since 
settling time depends also on initial conditions, the optimal parameters for spe-
cific initial conditions may be not optimal for different conditions. Therefore, we 
search for a robust solution by minimizing the settling time obtained under the 
worst initial conditions by solving a min-max problem.

This problem is quite difficult, since the solution of the main minimization 
problem needs the solution of a maximization problem at every evaluation of 
its objective function. There are also two additional difficulties: settling time is 
discontinuous, and moreover it cannot be expressed in analytical form as function 
of control parameters and initial conditions.

We propose a derivative-free method for tackling this min-max problem. We 
use two derivative free algorithms for solving the main problem and the cal-
culation of the objective. These algorithms use no first order information of 
the problem functions and try to take into account the particular structure of 
the min-max problem. Computational results obtained in a case study are very 
promising.
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In computed tomography (CT) applications, the possibility to reduce the
X-ray dosage, while shortening the scanning time, is particularly relevant for
biomedical imaging, where X-ray exposure comes with health hazards for pa-
tients. Region-of-interest (ROI) tomography has the potential to reduce the X-
ray dosage, by considering only those rays meeting a region-of-interest, namely by
truncating projection measurements. This makes the ROI reconstruction prob-
lem rather challenging, due to the severe ill-posedness and the presence of noise
which compromise the stability of traditional CT reconstruction algorithms [1].
In order to obtain stable reconstructions, we introduce two convex optimiza-
tion models which differ for the differentiability or the nondifferentiability of the
objective function and are both based on shearlets regularizers [2].

For the solution of these convex problems, we analyze the very recently pro-
posed variable metric inexact line-search algorithm (VMILA) [3]. VMILA is a
proximal-gradient method, which enables the inexact computation of the proxi-
mal point defining the descent direction.
By using simulated data from fan-beam CT geometry and real data, we evaluate
the goodness of both the models in terms of the quality of the reconstructions
provided. In particular we investigate which technique is more effective in re-
covering the desired features of the image and in avoiding unwanted artifacts.
Finally we prove that the considered approaches are insensitive to the location
of the ROI and remain stable also when the ROI size is rather small.
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We consider multipoint [1, 2] and interpolation [3] methods for solving sys-
tems of nonlinear equations. They approximate the Jacobian matrix using quasi-
Newton updates. Due to their ability to more completely utilize the information
gathered at the previous iterations about the Jacobian matrix, these methods
are especially efficient in the case of expensive functions. Their local convergence
is known to be superlinear. We apply a line search strategy proposed in [4] to
make them globally convergent and justify this theoretically. Results of numeri-
cal experiments are presented. They show that the considered methods are more
efficient than Broyden’s method globalized in the same way.
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Aircraft conflict detection and resolution in en-route flights, where an air-
craft conflict is a loss of separation between aircraft trajectories, is crucial to
ensure flight safety and remains a challenging problem in Air Traffic Manage-
ment (ATM). Taking into account the increasing air traffic on the world scale
and its impact on air traffic controllers’ workload, a higher level of automation
in ATM urgently needs to be introduced to deal with aircraft conflict avoidance.
This problem still deserves investigation from both the identification of suitable
mathematical models and the development of efficient solution methods [1, 2].

In the present work, we propose two novel optimization formulations, where
the decision levers are both aircraft speed changes and heading angle changes.
The first one is based on Mixed-Integer Nonlinear Programming (MINLP).
MINLP appears particularly suitable in the considered context, as it enables
to consider simultaneously continuous variables (aircraft speeds, heading angles,
etc.) as well as integer ones (in particular, binary, to model logical choices), and
to model complex nonlinear constraints characterizing ATM systems (pairwise
aircraft separation). The second formulation we propose is a purely continuous
optimization one, where we introduce a penalty function, tailored to the problem
at hand, to deal with the aircraft separation constraints.

Numerical results on a set of problem instances validate the proposed ap-
proaches while highlighting the versatility of the proposed models.
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We present an analytical model of Cellular Automata (CA) that uses the
metaphor of natural language to explore the organizational complexity of CA
systems. Starting with the basic elements, the CA states, we analyze how such
data form strings of different complexity in the parameter space of all the pos-
sible couplings of these basic elements. Linguistic structures emerge that have
precise rules of coupling and different levels of complexity. The metaphor of
the language allows each CA to generate new strings continually, which are lin-
guistically acceptable within the system. The reduction of a CA into a natural
language allows an extreme economy and creativity: since once the basic ele-
ments and their combination rules are obrained it is possible to have an almost
limitless range of patterns.
This work highlights a new approach to the construction of CA languages with
criteria very similar to those found in biological systems or natural languages.
In particular it is based on emerging behaviors and production rules set out by
the same system, rather than formally made by a computational one (like in
Turing machine or Chomsky’s hierarchy). These rules of composition within a
CA show the presence of an emerging language, which is proposed as a higher-
level description than the simple rule of evolution and is typical of biological and
natural self-organizing systems.
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In this work we address new preconditioning strategies for Nonlinear Conju-
gate Gradient (NCG) methods, for large scale unconstrained optimization. We
propose a family of preconditioners with a twofold purpose: on one hand, draw-
ing inspiration from the class of Approximate Inverse preconditioners, we collect
information from the NCG iterations, in order to generate an approximate in-
verse Hessian. On the other hand, we also try to convey information from quasi-
Newton updates. In particular, for general large scale nonconvex functions, since
storage is limited, we are only allowed to use information from a reduced number
of previous iterations. This implies that a careful use of the latter information is
sought. In particular, at any iteration of the NCG we consider preconditioners
based on new low-rank quasi-Newton symmetric updating formulae, obtained as
by-product of the NCG iterations. We also try to investigate the role of each
component of our preconditioners, which contributes to define our proposal. An
extensive numerical experience is performed on a large selection of CUTEst test
set.
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CAs coastal dynamics is a very complex system, computer simulation is a
valid approach to plan real action. During SIGIEC Project a new Macroscopic
Cellular Automata was designed i.e. RUSICA[1] for morphodynamics studies
of the beaches. MCA [2] methodology, used for investigating natural macro-
scopic systems, is an alternative approach to PDE. Through local interactions
of their constituent parts MCA operating on different specification levels to be
compared to experimental data. Simulation allowed to study the dynamics and
modified orography with artificial solutions for erosion contrast as at Porto Ce-
sareo (Apulia Italy). RUSICA =< R,X, S, P, γ > in this successive version [1]
is a three dimensions MCA, where R defines the space portion, tessellated in
regular hexagonal cells, where dynamical system evolves. X is the cell neigh-
bouring conditions, specified by its adjacent cells. S is the set of cell states, that
describe the features of the corresponding portion of space in terms of substates,
the third dimension is implicit in some substates. Relevant cell substates are
altitude, water depth, sand layer thickness, average kinetic energy of sea wa-
ter, sea water average sand concentration, suspended sand flows. P is the set of
global parameters, they include the temporal MCA clock, the cell apothem, the
energy reflection and transmission coefficients, parameters of sand mobilization
and deposit. The transition function γ computes sand erosion, transport and
deposition. Interesting simulation results modeling atmospheric processes, wave
energy and bathymetry allow to capture main results qualitatively compared to
real occurred erosional events.
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Schwarz Waveform Relaxation (WR) methods have been mainly developed
and analysed for several kinds of PDEs [1, 2, 3], and consist in decomposing the
spatial domain into subdomains(Domain Decomposition technique) and solve
iteratively time dependent problems on subdomains, exchanging information
at the boundary. Domain Decomposition methodology is well suited for paral-
lelization on architectures such as GPUs or multicore CPUs.We first analyse the
convergence behaviour of the classical Schwarz Waveform Relaxation method
applied to fractional diffusion-wave equations,showing that Dirichlet boundary
conditions at the artificial interfaces inhibit the information exchange between
the subdomains and therefore slow down the convergence of the method. So, we
construct optimal Schwarz WR methods, by providing the transmission condi-
tions which assure convergence in a finite number of iterations.
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In the nineteenth century, orthogonal polynomials on the real line (OPRL)
have attracted deep interest especially since they exhibit rather comprehensive
and very attractive analytic properties, such as e.g. their distribution of zeros.
The zeros of the classical OPRL (those associated with the names of Jacobi,
Laguerre, and Hermite) have been studied since 1886 when Markov and Stieltjes
published their thorough pioneering works on this subject. However, for instance,
Markov’s theorem on monotonicity of zeros does not consider the cases with
parameters in the singular part of the measure. In this sense, a natural open
problem was pointed out in 1989 by the 2015 AMS Fellow, M. E. H. Ismail:
Extend Markov’s theorem to the case when the measure is given by

ω(x, τ)dx+ dν(x, τ),

where ν(·, τ) is a jump function or step function. The first answer to this problem
was given recently by the authors. In this didactical talk we discuss this and
other results on interlacing and monotonicity of zeros, in the context of OPRL,
paying special attention to the flexibility and versatility of Markov’s theorem
on monotonicity of zeros of OPRL and Sturm’s comparison theorem on zeros of
Sturm-Liouville functions.
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An interpolation operator is proposed for the approximate solution of the
Dirichlet problem for Laplace’s equation in a rectangular paralellepiped. For the
solution of the boundary value problem on the nodes required for the construc-
tion of the operator, a 15−point scheme is applied on the cubic grid.

The construction of the operator is based on homogeneous orthogonal-harmonic
polynomials in three variables. It is proved that when the boundary functions
on the faces of the rectangular parallelepiped are from the Hölder classes C4,λ,
λ ∈ (0, 1), and their second and fourth derivatives obey additional compatibility
conditions implied by Laplace’s equation on the edges, the solution obtained by
the constructed operator has fourth-order accuracy with respect to mesh size.
The proposed interpolation operator can also be applied as a matching operator
in overlapping versions of domain decomposition, composite grids and combined
methods.

The difference problem’s solution on the nodes used for the interpolation
operator is calculated by the fourth-order accurate formula derived on the basis
of the discrete Fourier transform.
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Model reduction approaches have been recently proposed to substantially 
decrease the computational complexity of many large-scale dynamical systems, 
particularly arising from partial differential equations. However, most existing 
efficient approaches for nonlinear systems may not directly preserve the impor-
tant properties of the original systems. This work derives a nonlinear reduced-
order modeling that preserves the contractivity and monotonicity properties. 
These properties will be shown to guarantee the existence and uniqueness of the 
reduced-order solution, as well as provide some certain conditions that preserve 
the stability of the original system. The derivation of the proposed methodology 
is based on modifying an interpolatory projection approach, called discrete em-
pirical interpolation method, and enforcing a symmetric structure of the system 
through a minimization problem. The efficiency and accuracy of the proposed 
method are illustrated through the numerical tests of two nonlinear models that 
describe the catalytic reaction and the process of phase separation problems.
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In recent years, quantum information technologies (QIT) showed great devel-
opment. Different areas of QIT like quantum computers and cryptography lead 
to the fascinating applications inaccessible to classical approaches. Although, the 
way of the implementation faces the serious difficulties, some of which are chal-
lenging computational tasks. We analyze algorithmic properties of such tasks.

One of the main peculiarities is the exponential growth of necessary classical 
resources, and this is the reason to use modern supercomputers. In addition, 
the origins of quantum nature not only lead to the well-known quantum par-
allelism, but also to the highly parallel structure of classical computations in 
QIT. However, it is not so simple to use it efficiently, and the main goal of the 
work is fighting against this problem by using the deep and broad analysis of 
the algorithms.

We consider the modeling of one- and two-qubit transforms of the many-qubit 
quantum state as an example of algorithms. These transformations compose the 
basis of quantum computations and, consequently, are the most critical kernels 
of many important QIT applications.

The analysis of the algorithms consists of two parts: theoretical and experi-
mental. Theoretical part includes features like sequential and parallel complexity, 
macro structure, and visual informational graph. Experimental part was made 
by using the petascale Lomonosov supercomputer (Moscow State University, 
Russia) and includes the analysis of locality and memory access, scalability and 
the set of more specific dynamic characteristics of realization.

It is important to note, that we use the methodology of the open encyclopedia 
of parallel algorithmic features Algowiki (algowiki-project.org) for the analysis 
of algorithms. This approach allows us to obtain bottlenecks and generate ideas 
of serious efficiency improvement.
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We present and analyze different numerical algorithms for solution of the
forward Maxwell equations (FME)

(∂z + β̂V
−1

∂τ )F +
4n2

3c
∂t(F

3) = 0. (1)

describing a propagation of laser wave packets. A special emphasis is given for
applications to nonlinear fiber-optics. Here E(z, t) = F (z, τ) defines a polarized
wave, τ = t− z/V is so-called retarded time.

Our main goal is to select appropriate numerical solvers for solution of this
problem and to compare the efficiency of different strategies when they are used
to solve the FME and the generalized nonlinear Schrödinger equations [1]. We
investigate the optimality of the following alternatives: a) the finite difference
methods versus pseudo-spectral methods; b) full approximation algorithms ver-
sus splitting algorithms; c) parallel MPI and OpenMP implementations [2].

The main numerical challenge deals with construction of robust and accurate
numerical solvers for nonlinear terms of (1), which are describing a nonlinear
interaction in FME. Special upwind type monotone and TVD approximations
are applied and tested. Results of computational experiments are presented and
a dynamics of complicated laser wave interactions is simulated. We note that
some nonlinear effects can be resolved only by using the new FME model.
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In Lexicographic Multi-Objective Linear Programming (LMOLP) problems
multiple linear objective functions are provided along with their associated pri-
orities. Traditional LMOLP problems are solved by solving a sequence of single
objective LP problems. This approach is time consuming. On the other hand, it
is well-known that the set of objectives can be transformed into a single objec-
tive, by using a weighted sum of the single objectives, where lower weights are
associated to less important objectives [1]. The advantage of using this approach
is that, once the problem is reduced to a single-objective LP, standard algorithms
(like simplex methods/internal point methods) can be run only once. However,
determining such weights is challenging and, no general methods exist to choose
them up to now. In this work we show how the use of grossone [2] allows one to
create a single objective function, which is, in this case, a linear combination of
non-positive powers of grossone, without the need to specify any finite weight.
The first (most important) objective is weighted by 1, the second by grossone−1,
the third by grossone−2, etc. After this transformation, the single-objective LP
problem can be solved only once. This problem is solved by using the simplex
method, extended to the case of grossone numbers [2], implemented in Matlab.
Thus we have obtained the advantage of having to solve only one LP problem,
without the need to provide any finite weight to the algorithm. A theoretical
analysis of the proposed methodology has been also performed.
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Cellular automata are discrete computational systems having enormous po-
tentials in modeling complex systems. Since their introduction by von Neuman
they have attracted researchers from different fields and extensively studied. Wol-
fram, especially, investigated the dynamic behavior of one-dimensional automata
and defined four types of behavior: homogeneous (Class I), periodic (Class II),
chaotic (Class III) and complex (Class IV). This classification characterizes rules
of each class by using parameters obtained by computer simulations. A different
classification of linear automata into three classes A, B and C, has been proposed
by Gilman. It is based on a measure theoretic classification approach that assigns
a rule to a class by considering the probability of choosing a configuration that
will stay close to a fixed initial configuration after the evolution of that rule for
a time period. The relationship between Wolfram and Gilman classifications is
not clear. Gilman asserts that Classes I and II lie in A ∪ B, Class IV cannot be
in A or C, thus it must be in B and that Class III could be in C. In this paper we
investigate the relation between Wolfram and Gilman classes by exploiting the
network representation of one-dimensional cellular automata. Each elementary
rule is modeled with a network obtained by evolving the rule for a number of
steps by starting from a random initial configuration. Some topological features
of the graph generated after the evolution are computed and used to characterize
the rules. Classification models by using machine learning classification methods
are built and trained on the four Wolfram’s classes already known. Then classi-
fication of Gilmans’ rules in one of the four classes of Wolfram are obtained by
applying the models to each rule.
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The theory of nonlinear waves and structures is a very extensive and constant
developing field of physics (especially radiophysics and mathematical physics).
It has many specific applications. Among them there are both the well-known
problems of acoustics, electrodynamics and plasma physics, and the less-known
problems, such as surface-growth description, dynamics of turbulence and de-
velopment of a gravitational instability of the large-scale distribution of matter
in the Universe. A wide range of phenomena arising here have led to the devel-
opment of a variety of mathematical methods, which are effective in addressing
various kinds of nonlinear fields and waves [1].

In the simplest model of propagation of finite amplitude sound waves are
described by the well-known Burgers equation. In studies of nonlinear wave
propagation an important problem is to find the waveform of the asymptotic
wave at long time after the preparation of the initial wave or at long distance
from the source emitting the wave. The main difficulty in numerical analysis
of stochastic nonlinear acoustic waves is the large cost of computer time and
a large amount of memory for all numerical models describing the shock wave.
One of optimization algorithms for computing is the use of the Fast Legendre
Transform, which will significantly reduce the number of required operations in
comparison with standard methods.

The goal of the present paper is the numerical investigation of the evolution
of anisotropic regular and random structures and waves in the multi-dimensional
Burgers equation.
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For more than half a century, many researches have been testing on Motz’s
problem as a benchmark of singularity problems for verifying the efficiency of
different approaches. The solution of Motz’s problem has a singularity at the
origin due to the change of boundary conditions, and it can be expanded as

u(r, θ) =
∞∑
j=0

ajr
j+ 1

2 cos

((
j +

1

2

)
θ

)
, (1)

where r and θ are polar coordinates centred at the singular point. The unknown 
constants aj are often called generalized stress intensity factors (GSIFs) in the 
theory of elasticity. A highly accurate approximation of these coefficients are 
very important because they are valuable in different applied problems such 
as fracture mechanics, and also to get a highly accurate approximation of the 
solution and its derivatives.

In this talk, the solution of the problem on a special polygon is harmoni-
cally extended to the sector with center at the singular vertex. This is followed 
by an integral representation of the extended harmonic function in this sector, 
through the Poisson kernel, which is approximated by the mid-point quadrature 
rule. Using the extension formulae,we obtain a system of linear equations for the 
solution values on the quadrature nodes. It is proved that the solution of this 
system converges to the exact value exponentially with respect to the number 
of quadrature nodes. By using approximate values on the nodes, we present an 
explicit formula for the GSIFs which also converges exponentially. For the nu-
merical justification of the obtained theoretical results Motz’s problem is used, 
and comparisons are made with the best existing results in the literature. More-
over, the extremely accurate series segment solution is obtained by taking an 
appropriate number of calculated GSIFs.
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In many science and engineering applications, problems may result in solv-
ing a sparse linear system AX = B. For example, SuperLU MCDT, a linear
solver, was used for the large penta-diagonal matrices for 2D problems and hepta-
diagonal matrices for 3D problems, coming from the incompressible blood flow
simulation ([1]). It is important to test the status and potential improvements
of state-of-the-art solvers on new technologies. In this work, sequential, mul-
tithreaded and distributed versions of SuperLU solvers ([2]) are examined on
the Intel Xeon Phi coprocessors using offload programming model at the EU-
RORA cluster of CINECA in Italy and they work well. We consider a portfolio
of test matrices containing patterned matrices from UFMM ([3]) and randomly
located matrices ([4]). This architecture can benefit from high parallelism and
large vectors. We find that the sequential SuperLU benefited up to 45 % per-
formance improvement from the offload programming depending on the sparse
matrix type and the size of transferred and processed data.
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We propose a new hybrid algorithm for parameter estimation and implement
it using Message Passing Interface (MPI) parallel programming. In particular,
we introduce a scalable parallel nonlinear parameter optimization algorithm with
parameter pools for a nonlinear dynamical system. For example, we apply the
algorithm to the asset flow differential equations (AFDEs) that have been devel-
oped and analyzed since 1989 (see [1], [2], [3], and references contained therein).
We generate time series pairs as proxy to market price and net asset value by
using random walk simulation where the volatilities of the time series are similar
to that of real closed-end funds traded on New York Stock Exchange (NYSE).
When we apply the algorithm by using simulations for a set of time series, we
observe that the computed optimal parameter values, average number of quasi-
Newton iterations, the average nonlinear least squares errors, and the average
maximum improvement factors can converge certain values within correspond-
ing small ranges, after oscillations. Moreover, we tested for 64, 128, 256 and 512
cores using the 512 initial parameter vectors. We achieved speed-up for the time
series to run up to 512 cores.
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In medicine, many decisions on diagnostics and evaluation of effectiveness of
the treatment are made via analysis of images. Image data comes from medi-
cal techniques such as radiology, echoscopy, magnetic resonance, thermovision,
tomography, etc.

Computed tomography (CT) is a technology allowing the inside of objects
to be spatially viewed using computer-processed X-rays. It is very important in
medical diagnostics because it shows human internal organs without cutting, e.g.
brain, liver, prostate. CT scans are 3D images a collection of 2D images (slices),
representing slices by transversal plane. When evaluating the effectiveness of
the treatment, pre- and post- treatment CT scans must be made (for the same
patient) and compared by aligning (registering) these two (or more) scans [1].
We consider the slices where ribs are visible, because many important internal
organs are located here: liver, heart, stomach, pancreas, lung, etc. [2].

We present a method for analyzing CT scan slices: a mathematical model
that describes the ribs-bounded contour was created and the problem of ap-
proximation is solved by finding out the optimal parameters of the model using
least-squares. Such model allows us registration of images independently on the
patient position on the bed and on the radio-contrast agent injection.

The model of ribs-bounded contour of particular slice of CT scan has nine
parameters whose values can be varied seeking to find the best approximation
of the contour. Various optimization approaches are discussed. The experiments
indicate that the objective function is multiextremal.
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In this work we consider some results from Projective Geometry, in order to
propose a geometric standpoint for a class of iterative methods widely adopted
within convex unconstrained optimization. In particular, we focus on the The-
ory of Polarity for quadratics, and recast some of its geometric results in view
of the properties of the Conjugate Gradient method. This method is an efficient
Krylov-based iterative procedure, for the solution of positive definite linear sys-
tems. We first show that by means of the Theory of Polarity several results for
conjugate directions can be easily proved and extended also in the indefinite
case. Moreover, we investigate the latter issue also in case the system matrix is
singular, which corresponds to a degenerate case within the Theory of Polarity.
We remark that in case the system matrix is singular, the use of Polarity needs
some care, inasmuch as Polarity no more defines a one-to-one correspondence
between points and hyperplanes of the projective space. We want to investigate
if the latter anomaly might be fruitfully exploited in optimization frameworks,
with possibly a couple of final purposes. First, we want to prove the existence
of conjugate directions, along with their properties, also in the degenerate case.
Then, we want to provide some hints in order to develop iterative efficient meth-
ods for singular systems.
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Let us consider the equation of the transverse vibration of a composite rod:

ρ(x)A(x)
∂2u

∂t2
+

∂2

∂x2
(E(x)I(x)

∂2u

∂x2
) = δ(x− x0, t), (1)

where x ∈ (0, l) is the space variable, t ∈ R is the time variable; δ(x−x0, t) is the
Dirac delta function, concentrated at x = x0, t = 0; x0 ∈ (0, l) is the parameter;
ρ(x) is the mass density, A(x) is the cross-sectional area, E(x) is the modulus
of elasticity, I(x) is the moment of inertia of the cross-section, u(x, t;x0) is the
function of the transverse motion. We assume that ρ(x), E(x), A(x), I(x) are
piecewise constant functions having jumps at a given point x = r. The main
problem of the paper is to find a generalized function u(x, t;x0) satisfying equa-
tion (1), the initial data u|t<0 = 0, the boundary conditions u|x=0 = ∂u

∂x |x=0 = 0,
u|x=l = ∂u

∂x |x=l = 0 and the interface conditions u|x=r−0 = u|x=r+0, ∂u
∂x |x=r−0 =

∂u
∂x |x=r+0, b1

∂2u
∂x2 |x=r−0 = b2

∂2u
∂x2 |x=r+0, b1

∂3u
∂x3 |x=r−0 = b2

∂3u
∂x3 |x=r+0. Where b1,

b2 are constants. The method of approximate computation of this problem is
suggested in the paper. This method consists of the derivation the finite number
of eigenvalues and corresponding to then eigenfunctions of a spectral problem
and then finding an approximate solution of (1) in the boundary and interface
conditions in the form of the Fourier series with a finite number of terms. The
results of the paper continue the research of the work [1, 2].
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Chaotic systems have attracted the attention of the recent research due to
their potential applications in secure communication, laser system, electronic
chemistry, neurophysiology and ecology [1]. The reconstruction problem consists
in recovering the underlying variables and the unknown parameters from a par-
tial knowledge of a chaotic system [2], i.e. it is desired to extract some physical
parameters and to estimate some non available states from the available system
outputs. In this work, the unknown set of parameters of the Chua system is
recovered under the hypothesys that the voltages of the capacitors are available.
To this end, focusing on the differential equations, the Volterra kernel-based
approach is used to perform an estimation without the uncertainty of the un-
measurable derivatives. The kernel-based method designs a class of Bivariate
Causal Non-asymptotic Kernel (BC-NK) to form the Volterra integral operator,
providing a finite-time parameter estimation for continuous-time linear systems,
annihilating the effects of the unknown initial conditions. Inspired by the idea
of [3], in this paper, the Volterra operator with BF-NK is used to achieve a
joint parametric estimation of the Chua system parameters with arbitrary non-
asymptotic convergence.

References

[1] Fedele G., Ferrise A., Chiaravalloti F. (2016) Uncertain master-slave synchro-
nization with implicit minimum saturation level. Applied Mathematical Modelling,
40(2), pp. 1193–1198.

[2] Wu X., Wang Z. (2009) Estimating parameters of chaotic systems under noise-
induced synchronization. Chaos Solitons & Fractals, 39, pp. 689–696.

[3] Pin G., Assalone A., Lovera M., Parisini T. (2016) Non-Asymptotic Kernel-Based
Parametric Estimation of Continuous-Time Linear Systems. IEEE Transactions on
Automatic Control, 61(2), pp. 360–373.

122



A heuristic approach to the maximum edge
weight clique problem on sparse networks

Dalila B.M.M. Fontes, Sergiy Butenko, Mohammad Hosseinian

Texas A&M University, Department of Industrial and Systems Engineering, College 
Station, TX 77843-3131, United States

Faculdade de Economia, Universidade do Porto and LIAAD/INESC TEC, Porto, 
Portugal

dfontes@tamu.edu, butenko@tamu.edu, hosseinian@tamu.edu

Keywords. maximum edge weighted clique problem; combinatorial opti-
mization; heuristic.

The maximum clique (MC) problem is to find the maximum sized subgraph 
of pairwise adjacent vertices in a given graph. MC is a prominent combinatorial 
optimization problem with many applications and has been shown to be NP-
hard [2]. This work addresses a generalization of the MC, the maximum edge 
weighted clique (MEWC) problem, in which one wants to find a clique with 
maximum edge weight. The MEWC problem has long been discussed in the 
literature, but mostly addressing complete graphs. However, many applications 
exist in which many edges are missing, either due to some thresholding process 
or because they do not exist, for example in protein threading and alignment, 
market basket analysis, cells metabolic networks (see [1] and references therein). 
Not many studies have addressed the MEWC problem on sparse networks and 
most introduce dummy edges with large negative costs. We propose a 2-phase 
heuristic approach to efficiently find good solutions for the MEWC on sparse 
graphs, by taking advantage of the graph sparsity.
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We address optimal control problems for nonholonomic systems with state-
constraints. These are challenging nonlinear problems for which the number of
discretization points is a major factor determining the computational time. Also,
the location of these points has a major impact in the accuracy of the solutions.
We propose an algorithm that iteratively finds an adequate time-grid to satisfy
some predefined error estimate on the obtained trajectories, which is guided by
information on the adjoint multipliers.

The obtained results show a highly favourable comparison against the tradi-
tional equidistant-spaced time-grid methods, including the ones using discrete-
time models. This way, continuous-time plant models can be used directly. The
discretization procedure can be automated and there is no need to select a priori
the adequate time step. Even if the optimization procedure is forced to stop in
an early stage, as might be the case in real-time, we can still obtain a meaningful
solution, although it might be a less accurate one.

Extension of the procedure to a Model Predictive Control (MPC) context is
also discussed. By defining a time-dependent accuracy threshold, we can generate
solutions that are more accurate in the initial parts of the receding horizon, which
are the most relevant for MPC.
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Horizontal Single Belt Casting (HSBC) is a near net shape strip casting tech-
nology (1-20mm thick product) that is poised to gain significant prominence in
the coming years, for both steel and aluminum sheet production. Fluid me-
chanics, and associated heat and mass transfer, are important aspects of any
continuous casting process, and the HSBC process is no exception. In this study,
3D Computational Fluid Dynamics (CFD) simulations were developed, using
ANSYS FLUENT 145, to predict various aspects of the HSBC process for low
carbon liquid steels. Specific emphasis was placed on the effects of the sub-
strates thermal and surface properties on strip quality, and solidification behav-
ior. These numerical predictions were compared to experimental casting results
on the HSBC simulator for low carbon steel strips.

It is predicted that the metal flow above the copper substrate (which is mov-
ing at 0.5 m/s), rapidly becomes iso-kinetic. Nevertheless, recirculating flows
can be seen to form near the backwall meniscus, where the melt first contacts
the moving belt. This recirculation is critical to keeping the melt fluid there,
thereby preventing premature solidification and clogging in the nozzle region.
The increase in effective viscosity to 10Pa.s (10kg.m−1

s
−1), generated by shear-

ing flows, is significantly raised above steels molecular viscosity of 0.06Pa.s. This
contributed significantly to the stability of the meniscus at the back-gap, helping
to prevent melt back-flow. Similarly, it aided in the development of iso-kinetic
flows of steel with the moving substrate. Some of the uncertainties in this mathe-
matical model will be highlighted, and suggestions are made regarding improve-
ments needed in future mathematical modeling research.
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In this talk we report on recent progress in the numerical treatment of var-
ious nonsmooth boundary value problems in continuum mechanics, including
unilateral contact with Tresca friction and nonmonotone adhesion/delamination
problems. The contribution is based on the recent paper [1] of the author and
on recent joint work [2, 3] with N. Ovcharova.

Firstly in an appropriate vectorial Sobolev function space V , we deal with
nonsmooth variational problems in the form: Find u ∈ K such that for all v ∈ K,

a(u,v − u) +

∫
Γc

g |(γc v)t|ds−
∫

Γc

g |(γc u)t|ds ≥ l(v − u) ,

where K is the convex closed subset of kinematically admissible displacements.
Secondly we are concerned with nonconvex nonsmooth variational problems

in the form of a hemivariational inequality: Find u ∈ V such that for all v ∈ V,

a(u,v − u) +

∫
Γc

f0(u(s),v(s)− u(s)) ds ≥ l(v − u) .

Here f0 stands for the Clarke generalized directional derivative of a locally
Lipschitz function f .
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We study the element-wise and the block Jacobi-type method for the positive
definite generalized eigenvalue problem (PGEP) Ax = λBx, where A and B are
complex Hermitian matrices and B is positive definite. Our research is devoted
to derivation of the algorithms and to their global and asymptotic convergence
analysis. The element-wise method is the proper complex generalization of the
real HZ method, which is a variant of the Falk-Langemeyer (FL) method. The
FL method is used for solving the definite GEP with real matrices. The HZ
method further assumes that B has ones along the diagonal and it is designed to
retain this property during iteration. When solving real PGEP, the FL method
can be viewed as the fast-scaled version of the HZ method.

The real HZ method has proved to be very fast and stable when implemented
as one-sided block Jacobi-type algorithm for solving the generalized singular
value problem. Then it is highly parallelizable, so parallel shared memory ver-
sions of the algorithm are perfectly scalable, and their speedup almost solely
depends on the number of cores used. It compares favorably to the LAPACK
DTGSJA algorithm. That has been incentive for generalizing the method to cope
with complex matrices.

The first results include the derivation of the element-wise complex algorithm
and the proof of its asymptotic quadratic convergence. Our preliminary inves-
tigation shows that the global convergence of the method can be proved for a
large class of generalized serial pivot strategies. We also intend to prove high
relative accuracy of the method when both matrices are positive definite.

As for the block method, we intend to prove its global convergence for the
same class of generalized serial strategies.
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An important challenge for supporting variety of applications in the Inter-
net of Things is the network traffic engineering and virtual network technologies
such as SDN(Software Defined Network)s. To assign virtual network, it require
service context (QoS) however, identifying service context is not easy. For that
reason, the proliferation of new applications use port numbers already known.
(e.g HTTP = 80). In addition, the encrypted packets(e.g HTTPS) make it dif-
ficult to identify service contexts.

This paper presents an identifying scheme for service contexts from real net-
work traffic to support service-oriented IoT network. We use statistical proper-
ties of newtrok traffic such as mean packet length, mean interpacket arrival time,
and standard deviation interpacket arrival time to identify service contexts.(e.g.
Video Streaming, Video Conference, File Transfer Service.) The contribution of
our approach is in identifying services which have not been identified by previous
methods.

We devise a scheme which incrementally add dimensions to separate services
until all services are identified. For example, Video Streaming and FTP shows
identical statistical properties when we examine by two dimensions(MPL: Mean
Packet Length, MIAT: Mean Inter-Arrival Time), hence not separable. How-
ever, if we add one more dimension(SDIAT: Standard Deviation of Inter-Arrival
Time), the two services can be clearly separated. Our scheme can be used to
find out which traffic needs what QoS in combined traffics, which can be used
for traffic engineering in SDN.
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We present the initial, qualitative results of the first school trial of the book-
let First steps in the Arithmetic of Infinity (which presents, with exercises, some
of the topics developed in [1, 2, 3, 4] and several paradoxes of infinity). This was
carried out with a group of British Sixth Form students (age 16 to 18) and their
Mathematics teachers. We consider the students’ proficiency in handling arith-
metical computations involving grossone, finding the sums of geometric series of
a specified infinite length, and comparing two treatments of Thomson’s lamp,
with and without grossone respectively. We conclude by surveying the feedback
received from teachers, which highlights the accessible and rewarding nature of
the materials and suggests extensions thereof, to deal with core topics within the
mathematics curriculum that involve a direct appeal to the concept of infinity
(e.g. improper integrals).
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The main objective of this paper is the algebraic analysis of the intro-
duced dimensional reduction (IDR) algorithms for solving very large sparse non-
symmetric SLAEs, which in recent decades have been investigated by many 
authors, as compared to the classical iterative preconditioned methods in the 
Krylov subspaces. The key idea of the IDR approach consists in constructing 
the so-called Sonneveld embedded subspaces of the decreasing dimensions, which 
is provided by periodical orthogonalization to a test fixed subspace. Sometimes 
such approaches are considered as alternative to the Krylov algorithms.

The main topics of the recent studies on modified Krylov methods include 
the orthogonalization techniques by means of using deflation subspaces, based 
on a low rank approximation of matrices. Such algorithms are efficiently applied 
to parallel domain decomposition methods, to solving discrete multi-dimensional 
boundary value problems, and called as aggregation, or coarse grid correction. 
We describe an application of these approaches for the multi-preconditioned 
semi-conjugate direction methods in the block Krylov subspaces and show that 
the considered class of iterative processes can be interpretated by the IDR con-
ception, also, which means that the computed residuals are placed in the sub-
spaces of the reduced dimensions.
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Soil erosion processes on the slopes may affect the socio-economic develop-
ment of the territory. In the PON Research Project AlForLab, aimed at im-
proving knowledge, inventorying, planning and managing of forestry resources 
in Calabria (Southern Italy), the simulation of rainfall-related processes has been 
dealt with through an innovative approach based on an integrated library that 
enables parallel computing. Within such a frame, a new model EroCal 2.0 has 
been implemented for simulating soil erosion process along the slopes. The model 
allows to handle processes at either slope or regional scale and it can operate 
either on single rainfall events (at sub-hourly scale) or on prolonged periods (at 
daily scale).

EroCal 2.0 is a Cellular Automata model that takes advantage of increasing 
accuracy of available data on environmental variables, and recent improvements 
of numerical tools. The model can simulate both rainfall events and related el-
ementary processes along the slopes. It is physically-based and, in the present 
release, takes into account: spatial and temporal distribution of precipitation; 
interception by vegetation or other natural/manmade surfaces; evapotranspira-
tion; storage in pools; surface runoff; infiltration; soil erosion. The mathematical 
description of the physical processes guarantees mass and energy balance.

The considered computational domains (atmosphere, slope surface, under-
ground) are handled as dynamic, discretized systems according to a 3D-grid, in 
which dimensions are uniform in the plane and vertically variable. The evolu-
tion of the computational domains depends on the considered physical elemen-
tary processes, each one evolving according to a specific local rule. The global 
behaviour of the geo-hydrological phenomenon emerges from the combined sim-
ulation of the elementary processes.

The model is being tested on ideal and real case studies, selected from Cal-
abrian forestry sectors. Its behaviour is also being compared with other mod-
els not CA-based - available in literature (e.g., EUROSEM, LISEM, GeoTop). 
Thanks to the adopted parallel computing environment, the time required for 
simulations allows for quasi-real time applications. Further developments are en-
visaged at modelling floods, mass-transport phenomena along slopes and chan-
nels, and related effects on slope stability.
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The Localized Induction models are simple models of vortex filament mo-
tion in three dimensional incompressible flow. They are approximated skeleton
models obtained by the Biot-Savart law via a cut-off and a regularization in
some sense and there is a hierarchy of Localized Induction approximation mod-
els. In this talk, we consider the first and the second models in the hierarchy,
that is, Localized Induction Equation(LIE) [1] xt = xs × xss and the Moore-

Saffman equation [2] xt = xs × xss + W [xsss +
3

2
(xss · xss)xs], and propose

structure preserving finite difference schemes for these models. Here the space
curve x(s, t) = (x1(s, t), x2(s, t), x3(s, t)) (s: arc-length, t: time.) describes a po-
sition vector of the vortex filament in the fluid. These models have two impor-
tant properties: one is the length-preserving property and the other is the energy
structure. The first one means that the tangential vector of solution vector keeps
its length. We show that the proposed scheme inherits the length-preserving and
the energy structures from the original models. We also show some theoretical
results on the scheme and numerical results.
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As the internet technology and social media are advancing rapidly, massive
opinion is produced, shared and distributed through the online communities.
This information is very important and valuable in making optimal decisions.
However, these kind of communities get naturally and subtlety biased. This is
quite normal and unavoidable as only a very limited number of active people
are generating discussions and monopolizing the conversation while many other
people are passive and just consume the information. This situation seems to
be present in any online community with many members. As online community
opinion is not a perfect representation of a real world due to inherent bias in it,
it is very important to identify and remove bias effectively for an efficient and
fair decision making system.

This paper takes a machine learning approach at identifying bias in these
communities. The proposed system has two classifiers. The first one is the in-
clination classifier and the other one is the sentiment classifier. The machine
learning based inclination classifier evaluate the polarity of each opinion and
the sentiment classifier quantitatively identify the positiveness of the contents of
each opinion. The proposed system is able to identify biased contents, and able
to deliver a feature opinion which represent an un-biased real world view.

The proposed system is implemented in C and maintained in a digital cu-
ration system. Visualization system is also implemented using PhP, HTML and
JavaScript. An expert analysis of two online communities were carried out and
the results quantitatively show that the proposed system is able to mitigate
biased opinion.
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Let P1 be the set of polynomials in two variables whose degree are at most
1. Let T ∈ R2 be any triangle with vertices pi i = 1, 2, 3. Then, for a function
u ∈ W 2,p(T ) 1 ≤ p ≤ ∞ the P1 interpolation Πu on T is defined by Πu(pi) =
u(pi). Recentry, the following interpolation error estimate was given by [1, 2]:

∥u−Πu∥W 1,p(T ) ≤ CpR(T )|u|W 2,p(T )

where R(T ) denotes the circumradius of T and Cp is a constant depends only
on p.

The analysis of the interpolation error is particularly important for the er-
ror analysis of the finite element methods. This estimate shows that the finite
element solution converges to an exact solution if the maximum circumradius of
the triangular elements converges to zero. We call such situation “circumradius
condition” and claimed that the circumradius condition is more essential than
the well-known maximum angle condition for convergence of the finite element
method. We extended these results to the higher order Lagrange interpolation
[3].

In the presentation, we will introduce the circumradius condition and its
application for the error estimation for the finite element method with Delaunay
triangulation.
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The paper describes the problem of numerical integration formulas construc-
tion for stiff systems of differential equations. The domain of these equations
can consist of intervals where the solution is substantially non-linear and inter-
vals where the solution is close to constant. The calculation of the right part
of stiff equations can be an expensive procedure. Therefore, it is necessary to
minimize the number of calculations when creating numerical integration formu-
las. Moreover, the end of the integration procedure can be undefined a priori,
but is defined during the integration process. Hence, the use of constant step
integration is inexpedient.

The strategies of choosing integration step size are developed for the specific
finite-difference schemes. They are designed so that the number of integration
nodes is minimal on a fixed interval under the constraints defined by the preci-
sion of calculations. This minimization problem is formulated as a mathematical
programming problem.

In a number of cases, it makes sense to use individual finite-difference for-
mulas for some intervals instead of using the same one for the whole domain of
stiff equations. Here each formula is optimal as mentioned above. Replacement
of finite-difference formulas is performed while switching from one interval to
another. Depending on the concrete finite-difference formula the estimate of the
corresponding derivative is computed for each fixed interval. At the same time,
it makes sense to use such switching within each interval maintaining optimal
properties of the resulting formula. Various strategies of using the considered
finite-difference formulas are derived from these facts.

The mentioned strategies are investigated and implemented for the defined
set of finite-difference formulas. The computing experiment results are listed.
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Numerical modeling plays a key role in modern astrophysics. It is the main
tool for the research of nonlinear processes and provides communication between
the theory and observational data. Numerical simulation in astrophysics allows
detailed investigation of the collision and evolution of galaxies. Modern super-
computers have given us the possibility of subgrid-scale astrophysics modeling
that considers different physical effects such chemical kinetics, cooling/heating,
and more. One of the most interesting developments in supercomputer technol-
ogy at this moment is massively parallel supercomputers. The main concept of
this technology is based on the possibility of massive usage of computation accel-
erators. In our work, we use a multicomponent hydrodynamic model of galaxies
considering the chemodynamics of molecular hydrogen. For the description of a
gas component we are using the single-speed multicomponent gravitational gas
dynamics equations. The collisionless component is described by the first mo-
ments of the collisionless Boltzmann equation system. The Poisson equation is
used for calculation of gravitational potential. The formation of molecular hydro-
gen is described by an ordinary differential equation. We are using the co-design
technique for development of astrophysical code. As a result of this approach
the efficiency of the parallel implemetation (weak scalability) is 75% for 53760
threads of 224 Intel Xeon Phi accelerators. Our tests show that only 9% of the
total simulation time spent on MPI/OpenMP send/receive operations.
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We propose a new guaranteed interval approach for solving Initial Value
Problem (IVP) for ordinary differential equations. The method is orthogonal to
literature as we do not use the Picard operator nor any interval counterpart of
integration method (Euler [2], Runge-Kutta [1] or Taylor [3]).

The method is based on a geometrical interpretation of the vector field infer
from the IVP. By building a subpaving of the research space and by computing
the value of the vector field inside each pave, we can iteratively compute a
guaranteed solution of the IVP.

We will consider simple test-cases and will benchmark our new tool with
other solvers.
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When it comes to statistics in the economic system that is relevant to the 
industry, statistics are taken into consideration in terms of quality inspection in 
the production process as well as satisfaction of consumers, which is available 
from quality control charting. These will be used as the criteria for determin-
ing the boundaries of the product quality control charts, which makes the lowest 
overall cost (Loss-cost) by creating functions under control charts and np-charts. 
It can be seen that values of various parameters in the control charts are nec-
essary to consider from the boundaries. The scope of this analysis will give us 
the amount of random samples required to monitor the quality of the product. 
In addition, this study will be analyzed from two different situations: Duncan 
Process, which the processes will still operate during the search for the cause ab-
normalities, and Shutdown Process, which will be searched during the processes 
are shutdown. In conducting this study, we aim to determine the best condition 
and circumstances surrounding that result in the lowest loss-cost.
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The Newton-Raphson method has a prominent role in applied science and
engineering. For instance, it is involved in the solution of discretized systems
of partial differential equations [1]. Given the system of non-linear equations
F (u) = 0, if F : Rn → Rn is a continuously differentiable function, then one
of the solutions can be found via the Newton-Raphson method. At each step of
this iterative method, a linear system that involves the Jacobian JF of F has to
be solved. At increasing the size of the problem, solving with a direct method
the linear system is often impractical (w.r.t. time or space complexity), even if
the Jacobian is a sparse matrix. Therefore, in these cases iterative methods have
been studied, where, differently from the classical method, the equation ordering
becomes important. Studies are available on techniques employed in medium-
size linear systems, such as the Gauss-Seidel method, where changes in equation
ordering are exploited to gain in efficiency. Instead, Jacobian-free techniques
for very large linear problems have not been investigated with respect to this
aspect. One of the most effective in this category is the Inexact-Newton [2] that
approximates the matrix-vector product JF (u)v with [F (u + σv) − F (u)]/σ.
Another is the Quasi-Inverse-Newton [3] that approximates the inverse of the
Jacobian J−1

F with a diagonal matrix and solves directly the linear system. We
prove that the equation ordering affects these last two methods and we present
a preliminary analysis of how the equation ordering impacts on the two variants
for a simple case study. Interestingly, the equations ordering does not only affect
the efficiency in reaching a solution, but also the solution itself. We believe this
is an important result, that the users of these methods need to be aware of.
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New algorithms for the numerical solution of Ordinary Differential Equa-
tions (ODEs) with initial conditions are proposed. They are designed for work
on a new kind of a supercomputer – the Infinity Computer, – that is able to
deal numerically with finite, infinite and infinitesimal numbers. Due to this fact,
the Infinity Computer allows one to calculate the exact derivatives of functions
using infinitesimal values of the stepsize. As a consequence, the new methods
described are able to work with the exact values of the derivatives, instead of
their approximations. Within this context, a variant of a one-step multi-point
method closely related to the classical Taylor formulae is considered. It is shown
that the new formula is order three accurate, though requiring only the first
two derivatives of y(t). To get numerical evidence of the theoretical results, test
problems are solved by means of the new methods and the obtained results are
compared with the performance of Taylor methods of order up to four.

Acknowledgements. Work supported by the Russian Science Foundation,

project No.15-11-30022 “Global optimization, supercomputing computations, and ap-
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Complex engineering tasks concerning control for groups of mobile robots are
developed poorly. In our work for their formalization we use cyber-physical ap-
proach, which extends the range of engineering and physical methods for a design
of complex technical objects by researching the informational aspects of com-
munication and interaction between objects and with an external environment
[1]. The paper analyzes network-centric methods for control of cyber-physical
objects. Robots or cyber-physical objects interact with each other by transmit-
ting information via computer networks using preemptive queueing system and
randomized push-out mechanism [2],[3]. The main field of application for the
results of our work is space robotics. The selection of cyber-physical systems as
a special class of designed objects is due to the necessity of integrating various
components responsible for computing, communications and control processes.
Network-centric solutions allow using universal means for the organization of
information exchange to integrate different technologies for the control system.
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The paper studies the spontaneous formation of nonlinear optical patterns in
broad area lasers. Spatiotemporal transverse dynamics of the laser is described by
the Maxwell-Bloch (MB) equations. The instability of the steady-state solution
leads to pattern formation. Two different types of instabilities were observed
analytically (Hopf and Wave). 2D numerical simulation of the MB equations
with the random initial conditions has been performed using a split-step Fourier
method and periodic boundary conditions. The MB equations consist of the lin-
ear and nonlinear operators. Linear and nonlinear operators act independently
at very small time. Linear part includes 2D Laplace operator and can be in-
tegrated using 2D fast Fourier transform. Using fast Fourier transform has the
accuracy and speed advantage compared with finite-difference methods. Hopf
instability leads to homogeneous oscillations, spatiotemporal chaos and spiral
waves [1] similar to Belousov-Zhabotinsky chemical waves. In the case of Wave
instability, the direct numerical simulation showed that spatiotemporal (peri-
odic, quasi-periodic, or chaotic) modulation of the uniform profile is formed.
Characteristic sizes of excited pattern are in good agreement with analytical
predictions. Nonlinear interaction of four travelling waves forms the square op-
tical vortex lattice similar to vortex lattices observed in superconductors and
Bose Einstein condensate.

Acknowledgements.
The study was supported in part by the Ministry of education and science

of Russia under Competitiveness Enhancement Program of SSAU for 2013-2020
years and by State assignment to educational and research institutions under
projects 1451, GR 114091840046, by RFBR under grant 16-32-60151 mol a dk

References

[1] Anchikov D.A., Krents A.A., Molevich N.E., Pakhomov A.V. (2014) Dynamic
modes of wide-aperture laser systems above the second lasing threshold. Bulletin
of the Lebedev Physics Institute, Vol. 41, Iss. 8, pp. 226–229.

142



Improvement of error bound for dot product
with unit in the first place

Katsuhisa Ozaki

Department of Mathematical Sciences, Shibaura Institute of Technology, Fukasaku
307, Minuma-ku, Saitama-shi, Saitama 337-8570, Japan

ozaki@sic.shibaura-it.ac.jp

Keywords. floating-point arithmetic ; rounding error estimation; numerical
linear algebra.

This talk is concerned with rounding error estimation for dot product by
numerical computations. Dot product is one of basic computations in numerical
linear algebra. We use floating-point numbers and floating-point arithmetic as
defined by the IEEE 754 standard [1]. Topics of error bounds for summation
and dot product are summarized in chapters 3 and 4 in [2]. Recently, Rump and
Jeannerod improved the error estimation of summation and dot product [3].

Rump proposed new type of error bounds for summation and dot product
by using unit in the first place of floating-point numbers [4]. Let n and u be
length of vectors and unit roundoff, respectively. If (n+2)u ≤ 1, then a constant
depending on n and u of the error bound for dot product by Rump is (n+ 2)u.

Our aim is to improve the error estimation of the dot product with unit in
the last place by Rump. For n = 2 we succeed to derive the optimal constant
(2.5− u)u for the error bound. Next, we proved that the constant for the error
bound can be reduced to (n + 1)u for n ≤ 25 for binary32 and n ≤ 54 for
binary64 . Finally, error bound for arbitrary n could be derived.
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The precessing vortex core (PVC) appearance in technical devices with the 
heat release requires a thorough physical understanding of the influence of heat 
release on parameters of swirling flows. For this purpose, we performed the 3D 
numerical simulations of PVC in the swirling flow created in the open tube 
with the paraxial nonstationary heat source. Power of the source was modulated 
by sinusoidal law. We showed that three turbulence models give the qualita-
tively similar dependences of PVC frequency and amplitude on the heat-source 
power. The numerical simulation demonstrated that the obtained PVC is the 
left-handed co-rotated bending single-vortex structure. For considered values of 
the swirl and mass flow rate, we obtained that, for wide range of modulation 
frequencies, the growth of the heat-source power leads to gradual increase in 
the PVC frequency and slow change in the amplitude of vortex core oscilla-
tions. However, for specific modulation frequency, which depends on the tube 
geometry, dependencies of the PVC frequency and the amplitudes of oscillations 
have distinct maximum and minimum. Which means that, under specific con-
ditions, flow pattern changes dramatically and precession is almost dumped at 
the relatively low values of heat power.
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The notion of p-adic numbers was introduced by Kurt Hensel in 1897. This
paves the way to the construction of the field of p-adic numbers Qp as a comple-
tion of Q, radically different from the field of real numbers. Since then, various
applications of these numbers to different fields of mathematics and related areas
in the applied sciences have been proposed and discovered. Meanwhile, Hensel’s
lemma plays a significant part in the study of this field including especially the
field of p-adic integers Zp by providing sufficient conditions for the existence of
roots in Zp of polynomials in Zp[x]. A classical application of this lemma deals
with the problem of finding roots of a p-adic number a in Qp. Regarding this,
Knapp and Xenophontos [3] showed how classical root-finding methods from nu-
merical analysis can be used to calculate inverses of units modulo prime powers.
A similar problem was also examined in [4] wherein Zerzaihi and Kecies con-
sidered the problem of finding the cubic roots of p-adic numbers in Qp using
Newton’s method. We mention that none of these investigations gave account
to the problem of finding roots of a general p-adic polynomial in Zp. Motivated
by this remark and by the aforementioned works, we propose an analogue of
Steffensen’s method in finding roots of a general polynomial equation f(x) = 0
in Zp[x] – thereby providing a generalization of previous investigations regarding
root-finding problems in the p-adic setting.
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Differential-interference-contrast (DIC) microscopy is an optical microscopy
technique widely used in biology to observe unstained transparent specimens, in
which a two-dimensional image is formed from the interference of two waves that
have a lateral differential displacement (shear) and are phase shifted relative one
to each other. Following the rotational-diversity model proposed in [1], one is
interested in retrieving the specimen’s phase function from a set of DIC intensity
images acquired at different rotations of the specimen. This highly nonlinear, ill-
posed problem is solved by adopting a least squares approach and thus looking
for a regularized solution of a smooth nonconvex optimization problem.
As already done in [1], one can address the DIC problem by means of a nonlinear
conjugate gradient method, which is particularly suited for least squares prob-
lems. However, the computation of the line search parameter at each iteration
may require several evaluations of both the function and its gradient in order to
ensure convergence [2], which significantly increases computational time when
such evaluations are time-consuming, as is the case of the DIC problem.
In this light we propose an efficient gradient-descent method for the estimation of
a specimen’s phase function from polychromatic DIC images. The method min-
imizes the sum of a nonlinear least-squares discrepancy measure and a smooth
approximation of the total variation and exploits a recent updating rule for the
choice of the step size [3]. Numerical simulations on two computer-generated
objects show significant improvements in terms of efficiency and stability with
respect to widely used conjugate gradient methods.
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A supertask consists of an actual infinity of individual tasks, which can be carried
out sequentially to completion in a finite amount of time. The recent philosophi-
cal literature has produced several paradoxes supported by a supertask scenario.
Physical supertasks (e.g. [3]) have been invoked to show that certain counterin-
tuitive consequences (e.g. self-excitation of a mechanical system, action without
interaction) are compatible with classical or relativistic mechanics. Decision-
theoretic supertasks have been used to construct sequences of rational choices
that are irrational in the limit (e.g. [2]) or games that, even if they can be won
under finitely many repetitions, fail to have a winning strategy in the limit [1].
Supertasks are standardly represented by a sequence of individual tasks, whose
labels 1, 2, 3, . . . are supplied by a traditional numeral system (e.g. in base ten).
These labels cannot represent a sequential, completed infinity: they only sustain
limit arguments, which rely on potential infinity. The work of Yaroslav Sergeyev
on the grossone methodology shows that completion and sequential form are
only incompatible as a result of the limited expressive power of the numeral sys-
tem employed. Incompatibility is naturally overcome through the introduction of
Sergeyev’s numeral system, which gives rise to a representation of the set of nat-
ural numbers as a terminating sequence. When this representation is available,
every supertask can be studied as an actually infinite, terminating process and
its resolution is computable by elementary means. Moreover, the computable
resolution shows that what appeared as existence problems (e.g. the existence of
a physical state, a winning strategy etc.) under weaker numeral systems are in
fact to be regarded as indexing problems, whose resolution is carried out through
the introduction of a stronger numeral system.
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In this talk, we derive a reduction of a matrix to a condensed form, the upper
J- Hessenberg form, via elementary symplectic Householder transformations,
which are rank-one modification of the identity . Features of the reduction are
highlighted. Also, we give the implicit S theorem, which is the analog of the
implicit Q theorem, when instead of the QR iteration, the SR iteration is used.
Some numerical experiments of the reduction showing its efficiency are given.
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We propose a finite integration method with basis function for solving the
differential equations. The integration matrix of the first order is obtained by
the direct integration with either linear approximation or basis functions. Based
on this matrix, any finite integration matrix with multi-layer integration can be
obtained directly by the use of the matrix of first order. To compare numerical
of this methods, the finite difference method are used. The finite integration
method is extended to solve ordinary differential equation by transform tech-
nique. The solution is obtained suitable selection of the free parameters, the
numerical examples demonstrate the accuracy and efficiency of the proposed
method
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In a complicated application system, many different types of data are col-
lected. Each of these data sets shows a different spatial and temporal degree so
a simple combination would lead to the erroneous results. Therefore, data fusion
is used to bring all data and attributes into a single view in which a more com-
plete solution of the problem is created. In a big data environment, data sources
are more diverse and usefulness of collected data also vary considerably. It has
become necessary for information systems to be able to evaluate the usefulness
of collected data as some of them are just a noise.

In this paper, we propose a fuzzy-ensemble machine learning-based evaluation
method which would assess the usefulness of data collected from various sources.
The proposed model has three modules to deduce the usefulness. One is the
ensemble module that is composed of varying association analyzers for finding
the relationship between the data and goal; the second module is a fuzzy module
for interpreting and combining the results that are derived from the ensemble
module; and the other module is an analysis/prediction module to achieve the
objects of the system.

Using the proposed method, we can quantify the degree of usefulness and
compare the usefulness of data in relation to other data. We verified the rela-
tionship between the calculated usefulness and the goal of a system by using
real-world data to evaluate the proposed method; for this, we calculated the
usefulness by using association-rule-based ensemble analyzers and the perfor-
mance of a real-world, data-based movie recommendation system. As a result,
we proved the correlation between usefulness and performance for the evaluation
of our proposed method.
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Univariate box-constrained global optimization problems are considered in
this contribution. The objective function is supposed to be “black-box”, multi-
extremal, non-differentiable, and hard to evaluate. Furthermore, the objective
function is supposed to satisfy the Lipschitz condition over the search inter-
val. Geometric and information statistical approaches are presented. The novel
powerful local tuning and local improvement techniques are described in the
contribution as well as the traditional ways to estimate the Lipschitz constant.
The advantages of the presented local tuning and local improvement techniques
are demonstrated using the operational characteristics approach for comparing
deterministic global optimization algorithms on the class of 100 widely used test
functions.
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Some inverse scattering problems for operator of order 4 which is the pertur-
bation (in smaller terms) of the biharmonic operator in one and three dimensions
are considered. The coefficients of this perturbation are assumed to be from some
Sobolev spaces (they might be singular). The classical (as for the Schrödinger
operator) scattering theory (see, for example, [1]) is developed for this operator
of order 4. The classical inverse scattering problems are considered and their
uniqueness is proved. The method of inverse scattering Born approximation (see
[2]) and an analog of Saito’s formula (see, for example, [3]) are justified for this
operator of order 4. Using this approximate method the reconstruction of the
singularities of the unknown coefficients is proved in the scale of Sobolev spaces
(see, for example, [4]). The results have natural generalization for any dimen-
sions.
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A new algorithm for generating a random variable (rv) X with an unbounded
range R and continuous unimodal probability density function (pdf) f(x) is pre-
sented. It is widely accepted that if f is decreasing or symmetric ziggurat algo-
rithm [1] is the fastest of the algorithms that can be implied for sampling from the
distribution in terms of generation time. However, ziggurat algorithm requires
generation of tables at the preliminary setup stage which is time-expensive. Due
to this drawback ziggurat has never been considered a viable option for most
widely applied rv’s. We have developed an algorithm named exceptance tail(AT)
ziggurat equally efficient to ziggurat in terms of generation time, requiring signifi-
cantly less time for generating the tables. It can be recommended as a instrument
for sampling from many widely applied distributions.It is based on covering the
”bulk” of the density region by equi-area horizontal rectangles as is the case
in ziggurat, and implements a universal AT method for generating rv’s which
significantly differs from the ”classical” acceptance rejection method implied in
ziggurat. The version of the AT method for generating a continuous univariate
rv X with an unbounded range R is introduced. At the setup stage R is divided
into 2 parts: a bounded interval C and an unbounded domain T = R−C. Let H
designate the part of the density region over C. A set of non-intersecting equi-
area rectangles with total area 1 covering H has to be found. In order to generate
X, we select a rectangle indexed i, which extends from l(i) to r(i) horizontally
and from b(i) to c(i) vertically, generate a random point x uniformly distributed
in (l(i); r(i)). If x satisfies the inequality b(i) + y < f(x), where y is sampled
from a uniform distribution in (b(i), c(i)), we set X = x; otherwise, generate G
with pdf: g(x) = f(x)/(1−A(H)), x ∈ T .
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The aim of this work is to propose a new iterative algorithm to approximate
fixed point of Suzuki’s generalized nonexpansive mappings. We prove some weak
and strong convergence theorems in uniformly convex Banach spaces and also
provide an example of a Suzuki’s generalized nonexpansive mapping and numer-
ically compare the convergence of the purposed iteration with the method of
successive substitution (Picard iteration) and the well-known Mann’s iteration,
Ishikawa’s iteration, Noor’s iteration and the recent iterations of Agarwal et al.
[1], Abbas et al. [2] and Thakur et al. [3].
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RCC MSU is developing the Octotron system [1] which is designed to auto-
matically detect and eliminate consequences of emergency situations in super-
computers in order to maximize the safety of equipment and minimize resource
downtime. This system is based on a supercomputer model that describes the
components of the computing system and their interconnections. Octotron con-
stantly compares the “theory“ (model description) and the “practice“ (real mon-
itoring data) and reacts accordingly if they differ.

The quality of the Octotron service heavily depends on the completeness of
the model. Since its very difficult to create such model manually, this process
should be automated. One of the main supercomputer components is the com-
munication network, so it was decided to develop a tool for automatic model
detection and description for Infiniband and Ethernet networks in supercomput-
ing systems.

This tool automatically detects nodes and switches, collects needed descrip-
tion data and identifies connections between them. ARP data, forwarding tables
and LLDP protocol results are used to build the Ethernet network topology;
data from subnet manager is used for the Infiniband network. The distinctive
features of this tool are: detection of both switches and computing nodes; flex-
ibility of the data to be collected; intellectual identification of the objects and
interconnects that were not identified directly; open source. At the moment the
tool has been successfully used as part of the Octotron system installed on the
largest Russian supercomputer systems.
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We consider the second order differential problem with two linear nonlocal
conditions and take a discrete representation of the differential problem.

Firstly, we introduce two finite dimensional Hilbert spaces. The general solu-
tion, that minimizes the residual of the discrete problem in the norm of the first
Hilbert space, provides the one solution of the minimum norm of the second
Hilbert space. We investigate the properties of this solution. Moreover, gen-
eralized Green’s function, describing this solution as ordinary Green’s function
describes the unique exact solution, is analyzed also. Its properties are presented
as well.

Secondly, applying the properties of this solution and generalized Green’s
function, we analyze if the minimum norm least squares solution converges to
the minimum norm least squares solutions of the differential problem. We answer
the question: what particular norms have to be chosen to the discrete problem?
The sufficient conditions for the convergence are also discussed. Finally, we give
a few examples that illustrate the results obtained.
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The method of asymptotic partial domain decomposition for thin tube struc-
tures (finite unions of thin cylinders) was developed in [1, 2]. Thin structures
are some finite unions of thin rectangles (in 2D settings) or cylinders (in 3D
settings) depending on small parameter that is, the ratio of the thickness of the
rectangle (cylinder) to its length. The Navier–Stokes equations are considered
in thin structures with the no-slip boundary condition at the lateral boundary
and with the inflow and outflow conditions with the given velocity. I report com-
puter simulations of flows in 2D tube systems. I will discuss details of numerical
approach and some technical aspects of asymptotic analysis.

This is a joint work with G. Panasenko and K. Pileckas.
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The aim of this article is to solve numerically a mathematical equation which
models a superficial wave propagating through the tissues. It is developed a nu-
merical scheme which approximates the solution of a particular nonlinear mixed
type functional differential equation from acoustics. We compare the computed
results with a recent numerical approximation obtained by a scheme based on
Newton method, collocation and method of steps. Two different approaches are
taken into account, when there are considered a small time delay and an arbi-
trary time delay.
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The Schwarzian derivative is old topics, but it appears often in many re-
search areas even now. For example, the interest of discretization of analytically
integrable or geometrical system sometimes leads us to the Schwarzian deriva-
tive. There were many works about the Schwarzian derivative already. There-
fore at the beginning in this study, we review the correspondence between the
Schwarzian derivative and the Cross-ratio, then consider their application.

As an example, we apply discretized Schwarzian derivative to conformal map-
ping. It is well known that the Schwarzian derivative gives conformal mapping
from upper half plane of complex space to inside of multi-arc polygon. In this
application, since discrete counterpart of the Schwarzian derivative is the Cross-
ratio actually, we apply Cross-ratio to conformal mapping.

The problems of what we meet on such mapping with Cross-ratio are treat-
ment of singularities of the mapping at the vertices of polygon and evaluation of
accessary parameters. It found we can solve this by coming and going between
the Schwarzian derivative and Cross-ratio. Moreover this approach leads us to
the entrance of discrete integrable system of special functions from the classical
treatment of 2nd order ODE and difference equations. Such discrete integrable
system is composed of simultameous equation of the two Möbius trandformations
or discrete Riccati’s eqautions.
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For science research of dynamics processes of chip formation phenomena, 
which observed in the edge cutting machining process, is used mathematical 
simulation method based on using of direct analogy models. Numerical mathe-
matical model obtained by direct analogy method relates to the body of interests 
as a likeness but not an identity. Direct analogy models generates by electric cir-
cuit. For investigating complex phenomena by electrical simulating, model is 
generated and electrical processes are investigated. In this study mechanisms of 
machining parameters impacts to the surface quality are investigated. In this 
study chip formation process is presented as hydro-electrical interpretation edge 
cutting process, in other words hydraulic simulation first and then its electrical 
analogy. This way has chosen because dynamics of the chip formation process 
is easy to formulate through mathematical apparatus of circuit theory. As edge 
cutting process is considered as mechanical, hydraulic and electric system that 
its necessary to correlate each element of each system between each other so that 
its may be possible to show all investigated relations. As a result of this study 
mechanic-hydro-electric model is formed. Also the test problem for estimating 
the functionality of the method. Finding results makes is possible to estimate 
the mathematical model for efficiency and reliability, also makes it possible ma-
chining parameters optimization.
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A possibility of using the Hybrid Modelling for the estimation of information
systems ability for preventing the unauthorized access has been analyzed. Pro-
posed approach combines two paradigms of information security context-role
and perimeter protection. AnyLogic was used as a platform for development and
simulation the experimental model. AnyLogic allows us to use agent based and
discrete event methods for formalization the processes in information systems
security. According to the context-role model the permissions of agents are deter-
mined by their position in administrative hierarchy. In our approach the access
rights of agents depend also from their position in protected environment. Article
shows the structure of Anylogic model and set of data which provide the various
behaviors of agents and the functionality of perimeter’s protection. Simulation
experiments confirmed the usability of hybrid models for estimation the level of
information security. The set of agents parameters allows determining the wide
range of their activities and investigating the reaction of security system to their
behavior.
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One of the most urgent and actual problems in high performance computing
is the extremely low efficiency of supercomputer applications. The situation is
complicated by the fact that in most cases users do not even know that their
applications are not working efficiently. Therefore, special approach is needed to
analyze the state of the entire supercomputer that allows detecting such ineffi-
cient applications.

A possible way to deal with this issue is to study a flow of tasks that run on
a supercomputer in order to detect applications with unusual dynamic charac-
teristics or activity (e.g., very low memory usage or deadlocks), in other words,
applications with abnormal behavior.

In this paper we propose a new intelligent algorithm for detecting such
anomalies in the supercomputer task flow. It is based on data mining meth-
ods and is designed as follows. Using system monitoring data, mean and spread
of values for dynamic characteristics (such as CPU load, number of cache misses
per second, Infiniband network load) is computed for each completed task. This
data is used as an input for decision trees classification algorithm that assigns a
task to a particular class. At the moment, each task can be one of three classes
normal, suspicious and abnormal; in the future it is planned to separate differ-
ent anomaly classes. Current results show that a surprisingly large percentage
of tasks have an abnormally low resource usage.

Also in this paper we will show how different characteristics influence the
choice of classification classes, which will help to determine the root causes of
program anomaly behavior. The results will be demonstrated on the actual data
from the Lomonosov supercomputer (1.7 PFlops peak, 5000 nodes, 500 com-
pleted tasks per day).
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In the framework of variational approaches for image segmentation problems,
the Blake-Zisserman second-order model has been introduced with the aim of
overcoming the limitations of the Mumford-Shah. Recently in [1], the numerical
minimization of the variational approximation of the functional given by Am-
brosio, Faina and March [2] has been addressed. The authors propose to use
an efficient block-coordinate descent algorithm (BCDA) that exploits a com-
pact matricial formulation of the objective functional and its decomposition into
quadratic sparse strongly convex sub-problems. In order to enable the segmen-
tation of large-size gridded data, such as full-scene images or Digital Surface
Models (DSMs) [3], we propose to combine BCDA with a domain decompo-
sition technique and a parallel interconnection rule among blocks of variables.
The aim of this paper is to show that a simple tiling strategy enables us to
treat large images even in a commodity multicore CPU, with no need of specific
post-processing on tiles junctions. From the point of view of the performance,
little computational effort is required to separate data in subdomains; thus we
expect a negligible time spent in data partitioning and communications, when
compared to time for solving each independent task. Numerical results will be
provided in order to evaluate the effectiveness of the approach.
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A model of vertical water transfer in soil is considered. Under the assumption
that soil is an isothermal porous homogeneous medium, a process of vertical wa-
ter transfer in soil can be described by one-dimensional nonlinear parabolic equa-
tion. The coefficient of diffusion and the hydraulic conductivity are expressed by
the widely used formulas of van Genuchten [1].

Identification of soil hydraulic parameters was investigated by many authors
(see, for example, [2]). Evaporation process is important for the water exchange
between the atmosphere and the land surface and is widely used in climatology
and hydrology. In the same time, evaporation is one of most hard-determined
component of the model. In the research, a problem of determining evaporation
is formulated as an optimal control problem. The objective function is mean-
square deviation of soil moisture obtained by the model at various depths from
some prescribed values. The sensitivity of soil moisture to changes of evaporation
is estimated. These estimates allowed to determine an effective subsurface soil
layer in which it is advisable to compare calculated values of soil moisture with
prescribed ones and to compute the objective function. This region definition
has accelerated the convergence of the optimization process and has reduced the
time of its execution.
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In this article the technique of the solution of the logical equations on the
basis of drawing up recurrent ratios is described. The technique is effectively
applicable to the logical equations and systems of the logical equations having
uniformity of representation. The number of logic equations and systems of the
logical equations are increasing in various test tasks for pupils recently. The
complexity of equations is constantly increasing. However, in school textbooks,
this section is a very meager. In recent publications necessary information ap-
peared. In this article the authors examine the question of extending the sphere
of application of one of the most effective methods for solving logic equations
- recurrent method. The method is applicable to equations and systems that
have structural homogeneity. The presentation is made on concrete examples
from which are made imprecisely generalizations. Match of answers indicates
the correctness of the solution according to one recurrent method. The consid-
ered problems confirm scope of recurrent method for solving logic equations.
Separate equations and systems of logical equations must be structurally ho-
mogeneous. The authors hope that the material of the article will be useful for
teachers of computer science, and students.
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The paper deals with formal theory of typed inclusion dependencies (IND).
These dependencies are widely applied in different papers, such in [1]. IND are
used in designing of database schemes for organization of referential integrity
constraint on data. The axiom system is presented with proof of soundness and
completeness. Distinctive feature of axioms is possibility of using NULL values in
IND. In practice it corresponds to incomplete or partial information in database.
Special attention is given to original proof of axiom system completeness, which
based on mathematical induction. Some arguments are taken into consideration
about using of typed INDs in contrast to the untyped [2]. Formal theory is
complemented by practical algorithm of typed INDs closure constraint. And on
it base the algorithm of minimal cover construction is designed. These algorithms
are polynomial-time such in [3].
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In applications which used a classical transportation task

L(x) =
m∑
i=1

n∑
j=1

cijxij → min,

n∑
j=1

xij = ai,
m∑
i=1

xij = bj , xij ≥ 0, i = 1, ...,m, j = 1, ..., n,

special attention is given to the stochastic formulation of the transportation
problem [1]. It is usually assumed that the demand bj = bj(ω) in j-point of
consumption is a random variable.

Let zj =
∑m

i=1 xij – is total volume of the product for consumption j. When
condition zj ≤ bj(ω) is true, the demand will not be satisfied. In this case there
are additional costs according to short shipment of cargo. When zj ≥ bj(ω),
there are additional costs for excess product storage.

Transport problem with random demand can be turned to deterministic prob-
lem of convex programming with linear constraints. The objective function rep-
resents the mathematical expectation of total losses during transportation of the
product, damages on poor demand and the costs of storing excess product.

However, not always such transformation gives an acceptable solution, so the
need for other approaches to the problem is arised.

This article deals with a two-stage stochastic transport problem where the
choice of compensation plan is a subject to the terms which are determined by
a linear complementarity problem.
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We introduce an unconventional theory and method for solving general non-
linear dynamical systems. Instead of the direct iterative methods, the discretized
nonlinear system is first formulated as a global optimization problem via the
least squares method. A newly developed canonical duality theory shows that
this nonconvex minimization problem can be solved deterministically in polyno-
mial time if a global optimality condition is satisfied. The so-called pseudo-chaos
produced by Runge-Kutta type of linear iterations are mainly due to the intrin-
sic numerical error accumulations. Otherwise, the global optimization problem
could be NP-hard and the nonlinear system can be really chaotic. A conjecture
is proposed, which reveals the connection between chaos in nonlinear dynamics
and NP-hardness in computer science. The methodology and the conjecture are
verified by applications to the well-known logistic equation, a forced memristive
circuit and the Lorenz system. Computational results show that the canonical
duality theory can be used to identify chaotic systems and to obtain realistic
global optimal solutions in nonlinear dynamical systems. The presented method
and results should bring some new insights into nonlinear dynamical systems
and NP-hardness in computational complexity theory.
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